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The field of computer vision has repeatedly been recognised as an intellectual frontier whose boundaries of applicability are yet to be stipulated. This thesis explores one novel application: visual animal biometrics.

The work demonstrates that vision can achieve an automatic identification of animals filmed in their natural habitat. The thesis proposes and evaluates algorithms for detecting a species and – in the case that the animals carry Turing patterns – for recognising individuals in visual material comprising various poses, changing lighting and clutter. Lions, plains zebras and African penguins serve as sample species to showcase the different capabilities and limitations of the approach.

First, an algorithmic framework for species recognition is discussed. In particular, it is shown that the appearance context of a number of reference points on coat patterns contains a species-specific component, which can be utilised for achieving a robust detection of the investigated animal specimens. The proposed model employs boosted point-surround classifiers as local appearance descriptors.

Second, it is illustrated how pose-normalised texture maps of Turing-patterned coat regions can be extracted based on the extracted reference points. The maps are shown to contain individually-specific features which – using an extension of shape contexts – can be represented as deformation-robust sets of histograms. Finally, it is discussed how distance measures can be used for comparing these sets with population databases to retrieve animal identities.

In order to provide a practical proof of concept, a prototype system was tested in a colony of African penguins and in a preliminary study on a photo collection of plains zebras. The results indicate a system performance that allows for disambiguating individuals with a level of confidence sufficient for tasks of population monitoring. This outcome marks a promising first step towards an automated, truly non-invasive observation of wild animal populations, which would benefit field-based biology and assist the conservation of species in decline.
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Chapter 1

INTRODUCTION

*I suggested that a system of [...] substances [...] reacting together and diffusing [...] may later develop a pattern or structure.* [201]

(Alan M. Turing, 1912 - 1954)

1.1 Preface: Evolution, Camouflage and Visual Uniqueness

Driven by an ongoing evolutionary adjustment, life forms on earth have been adapting to the environmental conditions of their habitats for millions of years. As a result, a multitude of ‘patterns of life’ have emerged. Some of the patterns are of a visual nature, which form textures on the surfaces of organisms. In the animal kingdom, such prominent visual markings are commonly known as coat patterns. They often appear on major body parts as colourations of either fur, feathers, scales, skin or cuticle. These patterns have been repeatedly recognised as ‘smart’ visual designs [175] that can boost the likelihood of a species’ survival [47]. Examples include ‘eyespot’ patterns on butterfly wings, coloured rings on snakes, contrasting stripes on zebras and dots on cheetahs. Figure 1.1 depicts a small selection of species whose surface colouration has visually adapted to their environment.

For a multitude of animals their markings provide camouflage from predators [192], rendering an individual to some extent indistinguishable from its natural environment or its group of conspecifics [194]. A vast variety of specialised forms of such deception methods have evolved. Most of them draw on imitation techniques, be that cryptic resemblance [54, 139] (where the pattern is composed out of random colours of the surrounding habitat) or disruptive colouration [47] (where the animal’s visual outline is broken and disguised by contrasting peripheral markings). Other adaptation strategies provide a visual resemblance to an altogether different species, known as mimicry [14, 143], or draw upon the mere
1.1. Preface: Evolution, Camouflage and Visual Uniqueness

Figure 1.1: Selection of Coat Patterned Species. The images show 6 very different species which have visually adapted to their habitat by developing surface patterns that provide effective camouflage within their environment or group of conspecifics. [image sources: I02, I03, I09, I07, I05, I04]

pretence of dangerous properties, known as forms of aposematism [55, 74].

Surface patterns that implement these imitation concepts have long been suspected\(^1\) to result from entropy-reducing, widely self-organising formation processes. One frequently found pattern group, the class of so-called ‘Reaction-Diffusion’ patterns, has been modelled in mathematical detail and is, to this day, one of the best researched and understood auto-generative systems\(^2\). The underlying theory was introduced as early as 1952 by Turing [201], who thereby pioneered the discipline of biomathematics. Belousov (as reported by Tyson [204]), later Prigogine, Lefevre [160] and Castets et al. [29] conducted practical experiments on chemical reactions backing Turing’s theoretical predictions: they showed that chemical systems can autonomously reach stable states of non-trivial spatial patterns that exist far away from the thermodynamical equilibrium of overall homogeneity.

Interweaving these findings in 1988, the British mathematician Murray [145] successfully explained the structure of a number of animal patterns by hypothetical Turing systems, drawing once more on the co-occurrence of reaction and diffusion in chemical substances\(^3\).

\(^1\)The physicist Schrödinger indicated the importance of entropy-reducing processes for the generation of biological patterns in broad principle already in his 1943 lecture series ‘What is life?’ [183].

\(^2\)The reactants, that is the actual chemicals that drive Reaction-Diffusion in animal skin/cuticle, remain widely unknown, although a few, widely theoretical models have been proposed, e.g. [78, 112, 135, 136, 137]. Note that the reactants do not necessarily represent the colour pigments of the surface (such as melanin). Instead, they are suggested to be mediating chemicals of the colouration process.

\(^3\)Turing [201] employs the term ‘morphogenes’ (morphe=form and genea=generation) for the chemicals involved in the process of pattern formation, stressing the ‘creational potential’ of the reactants.
1.1. Preface: Evolution, Camouflage and Visual Uniqueness

Most interestingly, a source of individual ‘randomness’ is present in the very early stages of pattern formation: minimal quantitative differences in embryonic parameters – such as body shape or initial distribution of chemical densities – exist and are specific to a single individual. During pattern formation these perturbations undergo a significant, self-induced amplification, a phenomenon more commonly known as the butterfly-effect\textsuperscript{4}.

It is this process that leads to a qualitatively strong intra-species diversity of structural details in the fully developed coat patterns of a multitude of animals. Figure 1.2 illustrates the extent of these variations in two sample species.

![Figure 1.2: Individuality of Coat Patterns in Plains Zebras and African Penguins.](image sources: I02, I01)

In general, pattern details differ significantly from individual to individual while following a wider theme typical for a species where the pattern variance is concentrated in a few areas of the body surface, e.g. scapular stripes on zebras or the chest spots on African penguins. These regions alone carry feature combinations that are often unique and complex enough to accurately characterise individuals within entire populations.

This thesis exploits the naturally evolved, visual properties of coat patterns. By using visual animal biometrics, that is applying vision and biometric techniques to digital photo and video data of animals, it proposes and evaluates algorithms for the automatic retrieval of species membership and individual animal identity.

Before the central research theme and the associated problems are discussed in detail, the following section briefly summarises the interdisciplinary relevance of the subject in order to situate the work within its broader scientific and applicational context.

\textsuperscript{4}The meteorologist Lorenz [129] introduced the term ‘butterfly-effect’, referring to the phenomenon witnessed in a number of complex, yet deterministic systems (e.g. the earth atmosphere): minute changes of the system state (e.g. induced by the wing movements of a butterfly) can cause a significant, global pattern alteration (e.g. a large scale weather event) in later stages of the system’s evolution.
1.2 **Interdisciplinary Relevance: Monitoring Wildlife**

Field-based biological studies rely heavily on data about the movements and whereabouts of individual animals. At present when researchers study large animal populations based on sighting information, they commonly adopt an approach of sampling and analysis known as capture-mark–recapture\(^5\) [18]. The method and its derivatives are widely used for the estimation of population vitality parameters such as movement, survival and growth from usually incomplete observation data; but it can also be applied to approximate actual population sizes or to aid behavioural studies [45, 216]. As the name suggests, the method relies on the availability of relatively large collections of data about repeated sightings or captures of the same individuals or groups.

For the collection of sighting data in penguin populations in particular, the birds are in most cases caught and fitted with artificial identifiers that can be read every time the animal is observed or recaptured. Researchers usually employ visual colour or number tags [152], paint, passive integrated transponders (PITs) [82] or external radio- or satellite transmitters [53] as unique markers. These techniques have been invaluable for the understanding of population dynamics; yet they are invasive. All involve capturing and handling the animals to fit the devices.

Penguins that carry tags or other appliances may be detrimentally affected [11, 15, 45, 46]. Markers might loosen, get lost or wear out [34], affecting study results and possibly harming members of the species under observation [2, 35, 176]. Metallic flipper bands\(^6\), for example, suspected to cause higher energy costs of swimming [40, 41], increased foraging-trip duration [53], substantially lower survival in the first year after banding [71], flipper damage from partially opened bands [34], and decreased reproductive success [71, 77].

In addition, all artificial marking methods mentioned above comprise significant technical or economical drawbacks: the reading of visual markers usually involves manual monitoring on large scale while radio and satellite tags are very costly, priced up to $10,000 per device. Subcutaneous transponders, on the other hand, are hidden from visual observation and typically operate only in decimeter proximity to a reader station or hand-held device.

---

\(^5\)The method is also referred to as ‘CMR’, ‘capture-recapture’, ‘sight-resight’ or ‘band recovery’. Several specific techniques for further statistical analyses exist including the (most commonly used) Peterson-Lincoln Index [156], the Jolly-Seber Index [156] and the Cormack-Jolly-Seber Model [121].

\(^6\)Metallic flipper bands have been used frequently for tagging penguins. Being both heavy and sharp they can inflict injuries as witnessed by myself at multiple occasions during the field sessions of this project.
1.3 Problem Outline: How to Fingerprint Animals Visually?

Generally, the recording of dense population measurements proves to be of growing importance since an increasing human interference with vital ecosystems of the planet generates a pressing need for intelligent conservational and ecological policies. Effective political decisions rely on well supported studies that accurately capture population developments.

Biological and environmental researchers, therefore, desire non-invasive, easy to use, and relatively inexpensive means to identify species as well as individual animals, means that operate fast and robustly under field conditions and on large populations.

1.3 Problem Outline: How to Fingerprint Animals Visually?

The recent evolution in sensor and video technology has made available low-cost hardware that can provide live streams of high-resolution images revealing detailed visual features of filmed objects of interest.

It can thus be hypothesised that the species-specific, yet individually unique visual appearance of animal coats coupled with the availability of imagery of sufficient resolution may provide all the raw data necessary for an automatic identification of individual animals without a need for synthetic markers of any kind. This poses a computer vision challenge robustly to extract the few bytes of animal identity information from potentially massive volumes of high-resolution image and video data. Given this general scope, a number of problem classes arise that reflect the limitations of currently available techniques and, thereby, determine the research directions for the project undertaken:

Fingerprinting Coat Patterns. A compact and generic representation and comparison scheme for the unique component of coat-patterns has not been proposed in the literature yet; species-specific templates are rare and, if existent at all, they are optimised for totally or partially manual identification of a single species. The formulation of a robust visual methodology for the individual-specific representation and comparison of Turing-like coat-patterns is a primary condition for handling the biometric identity data inherent to animals.

Efficient and Effective Species Detection in Natural Environments. Natural habitats constitute highly cluttered and uncontrolled environments. Under these conditions animal patterns are difficult to separate from background components and undergo significant alteration whilst being registered. As a consequence, the appearance of the same object is found to be different at different times of measurement, introducing high intra-class vari-
1.3. Problem Outline: How to Fingerprint Animals Visually?

The alteration is partially due to changes in lighting, partial occlusion, variation in viewpoint parameters as depicted in Figure 1.3(a) and (b).

![Figure 1.3: Acquisition-dependent Variability of Coat Patterns.](image)

Most human biometric applications cope with variations by introducing artificially controlled sensor environments such as standard lighting or fixed viewing conditions. However, filming in natural habitats cannot avoid altering influences.

Consequently, recognition techniques that are invariant – or at least robust – towards high intra-class variability of patterns are of special relevance to this work. The subject in general has been a long-standing research topic in both the computer vision and the biometrics communities. Nevertheless, the optimisation and validation of existing techniques in the domain of organic objects has mainly been concerned with the human subject. Automated visual animal recognition has not been the focus of biometric studies as yet.

**Registration of Variable 3D Patterns.** In many species the unique coat pattern of interest covers main body parts. While this increases general visibility and aids registration it also prominently reveals the three-dimensional nature of an animal’s surface: coat patterns are not planar, but spatially distributed over 2D surfaces embedded in 3D space, causing perspective distortions and partial (self)occlusions depending on the animal’s pose.
This scenario contrasts with conditions of most (small scale) human biometric entities, such as iris patterns [48] or fingerprints [101], which are generally assumed to be planar textures. Consequently, human biometric entities are traditionally registered, modelled and processed in only two spatial dimensions. Only recently facial detection systems, presented for instance in [56, 150, 198], have started to deal with the changes of facial pose employing rigid or active 3D models in conjunction with viewpoint-robust 2D appearance descriptors.

**Non-Linear Deformation.** Most organic bodies are flexible entities that change their surface shape together with the coat patterns imprinted. Thus, in addition to acquisition-induced and rigid-structural alteration which may be approximated by linear models, the surfaces of organisms undergo significant, non-linear deformation during motion.

As a consequence, any Euclidean, similar, affine or perspective spatial constraint will fail to describe deforming coat patterns. As a matter of fact, most animal species fall into the class of non-linearly deformable, self-occluded (thus singularly mapped) objects as illustrated by comparison in Figure 1.4.

![Hierarchy of Image Transforms](image)

**Figure 1.4: Hierarchy of Image Transforms.** The chart illustrates different forms of geometrical transforms organised in a hierarchical system. The modifying operations associated are specified.

The severe effects of such distortions are, for instance, depicted in Figure 1.3(c) showing the flexibly changing body shape of an African penguin walking.

Tackling the issue of non-linear deformation is an emerging research topic in computer vision. Whilst general-purpose vision systems (in the narrow sense) still struggle to deal robustly with the broad task of deformable object recognition, application-specific models, on the other hand, often perform sufficiently for practical applications [99, 170].
The biometrics community has also started to create models for non-rigid pattern deformation designed to aid biometric applications for human identification, namely 2D fingerprint [169, 170] and 3D face scan systems [131] where the degree of non-linear pattern variance is comparatively low.

Non-Cooperative Scenario. Sufficient robustness of biometric systems often relies on the opportunity to create repeated system inputs incase patterns can not be recognised the first time. This strategy demands some level of cooperative behaviour from the individuals examined during the measurement process. Since wild animals will not cooperate, practical problems arise regarding the design and set-up of a biometric animal identification system so as to maximise the chance of successful visual capture and identification.

1.4 Aims and Objectives: A Real-world Proof of Concept

The primary goal of this work is to provide a proof of concept, showing that it is theoretically sound and practically feasible automatically to identify a Turing-patterned species and its individual members from imagery taken in natural habitats.

This task involves tackling the problems mentioned above in a systematic way, focussing on recognition in cluttered and highly variable environments. Therefore, special attention must be paid 1) to efficient means of species detection despite the high degree of variance present, 2) to the robust representation and comparison of coat patterns, as well as 3) to a practical evaluation of all methods proposed. In the following section these main research objectives are categorised and outlined in further detail.

Species Recognition. Firstly, the thesis aims to examine the practical applicability of statistical recognition techniques to the detection of complex, deformable, and individually variable species in natural scenes. In particular, model-based, statistical techniques to locate and recognise a patterned species in visual media are to be implemented and evaluated.

This covers tackling the vision-specific problems of 1) efficient and robust appearance description and detection of coat patterns in various poses against cluttered backgrounds, 2) the organisation of primitives/features into flexible models allowing for organic deformability of their spatial configuration.
Biometric Identification. Secondly, the system must yield recognition information down to the granularity of an individual. This involves the construction of schemes 1) to extract and generically represent the unique visual features of Turing-patterned animal coats, 2) robustly to partition these representations into sets describing the same individual despite non-linear pattern distortions, and 3) to evaluate and interpret the results with regard to the task of monitoring animals. The latter covers the exploration of theoretical boundaries of the approach as well as a critical discussion of observed system characteristics.

Application. Finally, the work needs to address the practical aspect of the recognition task by testing a prototype system in real-world scenarios, evaluating the methods under environmental conditions in a large scale animal colony bearing large numbers of individuals. This involves gathering practical experience with regard to the future development of a generic, widely applicable enabling technology for aiding field-based biological research.

1.5 The Approach in a Nutshell: Locate-Pose-Identify

In this thesis it is proposed to solve the task of individual animal identification by employing a coarse-to-fine-to-coarse strategy, probing image regions of interest for meaningful feature combinations, which are progressively recomposed into species descriptors, pose models, maps of surface textures and, finally, individual animal identifiers.

In particular, species-specific key reference points on coat patterns of a species are initially identified. They are used to infer the location and pose of surface models wherefrom pose-corrected 2D coat texture maps are extracted. Specific pattern features therein are finally transformed into individually characteristic 1D profiles that represent the identities of the animals filmed. Note that this extraction process forms a progressive recognition pipeline, which can be divided into three cohesive subtasks:

Locating. The initial detection of species-universal coat features localises key surface positions of a species in images. So the attention is focussed onto a few surface regions most characteristic for the species of interest.

Posing. The detected landmarks semantically correspond to counterparts on a surface model, which is posed into the scene. Back-projection from the pose-normalised model yields a corrected view of the uniqueness-bearing animal texture of interest which is passed on to the biometrical system component.
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Identifying. In a last step, a set of individually distinctive feature locations are identified in the Turing-like coat texture. A histogram-based comparison of the feature set with a population database finally reveals the animal identity desired.

The paradigm ‘locate-pose-identify’ provides the conceptual backbone for the identification methodology proposed. Figure 1.5 visualises how the approach is reflected in the structure of the thesis.

![Figure 1.5: Structure of the Thesis.](image)

Figure 1.5: Structure of the Thesis. The chart illustrates the proposed recognition pipeline designed to achieve individual animal identification from visual material. It can be seen that the thesis is organised along a pipeline of components, sectioning the core content into 3 main chapters.

1.6 Thesis Structure

The thesis is organised into six chapters. The core chapters 3, 4 and 5 describe the research and work conducted along an increasingly abstract information flow as explained in Figure 1.5. The other chapters place the work into its scientific and applicational context:

Chapter 2 reviews relevant previous work in the research areas of interest. It briefly introduces the history, foundations and various recent approaches in the fields of human and, specifically, non-human biometrics together with relevant techniques of entity matching and recognition. Advantages and shortcomings of existing approaches are discussed with respect to the task at hand. Special attention is payed to techniques that deal with highly variable objects. In particular, the statistical detection framework by Viola and Jones [212] is reviewed in depth. Flexible spatial models and the matching of distorted landmark data are also surveyed. During a concluding section, the chapter gives a brief introduction to the theory of Reaction-Diffusion since properties of this generative pattern model are later exploited for representing a species and its individuals more effectively and efficiently.
Chapter 3 introduces a model for an appearance-based detection of species-characteristic key points on the animal coat. The chapter describes a detection method based on the Viola-Jones framework that recognises sets of such key points on animal coats in visually cluttered scenes and in the case of high intra-class variability. Several specific extensions to the established statistical detection technique are proposed and evaluated on wildlife content filmed in natural environments. The chapter also discusses an optimisation to achieve close-to-realtime runtime performance given megapixel image resolution. Finally, the chapter investigates multi-detector models to enhance the coverage of pose space.

Chapter 4 illustrates how the component-like key point representation can be exploited to extract surface textures of biometric interest. A spatially flexible model for spatial representation and detection termed feature prediction trees is used to associate of key point instances to animal instances. The resulting correspondence sets are then exploited for fitting geometrical surface models that allow for the extraction of pose-corrected texture maps.

Chapter 5 approaches the biometric task of associating the unique part of the normalised animal texture with an individual identity. The chapter illustrates a technique to extract specific features of the unique component of Turing-patterns and to organise this information into compact templates that can represent the observed individual. A method is outlined robustly to compare templates despite local distortions of the original patterns. Subsequently, the resulting distance metric is interpreted with the help of a population database to retrieve a specific identity of the individual. The chapter concludes by presenting practical identification results based on experiments involving real animal populations.

Chapter 6 summarises the presented work and discusses its virtues, limitations and applicational prospects. Finally, future research directions that could enhance and extend the methods and techniques proposed are indicated.
Chapter 2

BACKGROUND

‘The sciences do not try to explain, they hardly even try to interpret, they mainly make models [...] that work.’ [148]

(John von Neumann, 1903 - 1957)

2.1 Chapter Overview

This chapter gives an introduction to the discipline of biometrics and reviews previous work in vision considered relevant to the theoretical structure and to the practical design of the monocular animal identification system proposed.

Visual wildlife biometrics is a relatively new approach to animal identification. The subject appears to be situated between several vision-related disciplines; computer vision, biometrics and machine learning. During the last decade, however, these subjects have become partially merged showing increasing overlap in their concepts, methods, and techniques employed for modelling the real world.

Acknowledging those developments, this review is organised along the lines of modelling strategies relevant to the proposed ‘locate-pose-identify’ paradigm. Apart from reviewing the general design of biometric systems, the fields surveyed cover approaches and ideas to object detection, structural recognition, and techniques for matching landmark patterns:

- biometric systems for humans and animals, their design and performance (Section 2.2)
- sparse landmark matching and deformation-robust comparison (Section 2.3)
- prototypical, statistical and structural models for object recognition (Section 2.4)
- biomathematical Turing model for textures of coat patterns (Section 2.5)
2.2 Biometric Systems

2.2.1 Basic Concept: Measuring Living Beings

There are three means of authentication, that is approaches to verifying an individual’s identity: 1) by some secret data, e.g. a password, 2) by possession of a device, e.g. keys or tags and 3) by what the individual actually is, e.g. its anatomy, physiology and behaviour [154]. The scientific domain investigating the last is known as ‘biometrics’, a term derived from the Greek words bios (life) and metron (measure). This very etymology captures the core concept of the approach: biometric identification systems are designed to analyse measurements taken from living beings for the purpose of classifying their population, that is either authenticating (1-to-1 match) or identifying (1-to-n match) individuals or groups.

Clearly, the concept of directly measuring an organism – instead of relying on synthetic markers – renders the approach highly suitable for scenarios where little interference with the subjects is permitted, e.g. passive biometrics such as secret surveillance, public observation or, in the case at hand, wildlife monitoring aiming for minimal disturbance.

2.2.2 A Brief Historical Note: From Clay Prints to Population Databases

Biometric identification has had a place in human life for more than 4000 years. The approach has been predominantly applied to the problem of profiling and retrieving the identities of humans. Dating back as far as 2000 BC, the ancient Babylonians accompanied contracts with fingerprints pressed in clay to prevent forgery [25, 42]. Figure 2.1(a) depicts one of the earliest findings of this kind. Subsequently, skin impressions of either hands or feet were used as signatures by early cultures in Asia [122] and North America [25].

Although the uniqueness of skin ridges is mentioned in scripts by renaissance scholars¹, it was only at the onset of the industrial age that European scientists started investigating biometrics on a quantitative, truly scientific basis. The first physiological measurements on humans, that is on their skin ridges, ear-shape, head-shape etc., were systematically categorised and analysed² in the mid 19th century.

¹Written during the 1680’s, scripts by N. Grew [43], G. Bidloo [24] and M. Malpighius [133] describe unique entities of human physiology mainly focussing on the observation that human skin carries individual features.

²Europeans who investigated biometric entities during the industrial period include J. E. Purkinje [162], W. Herschel, A. Bertillon (as described by Garfinkel [76]), F. Galton [73] and E. Henry. They mainly studied the physical uniqueness inherent to humans for anthropological, economic and, only later, for forensic purposes.
Ever since the introduction of precise sensing devices (e.g. cameras), modern forensic analysis (e.g. population catalogues [168]), and increasing computerisation have gradually removed the need for human inspection. They have made possible the engineering of largely autonomous, active biometric systems that are now applied in a number of security-relevant domains. Most of them, however, rely significantly on the user’s collaboration. Table 2.1 gives an overview of performance benchmarks of the most widely applied, currently available human biometric systems for comparison with the animal identification system proposed.

Table 2.1 gives an overview of performance benchmarks of the most widely applied, currently available human biometric systems for comparison with the animal identification system proposed.

The level of robustness, diversity and economical impact of biometric techniques is still steadily and rapidly increasing. In fact, biometric techniques are now being applied to human populations on a large scale: in January 2006 the United States Federal Bureau of Investigation (FBI) officially stored about 47 million fingerprints in its IAFIS\textsuperscript{3} database and entity-specific biometric standards for humans are under development within ISO\textsuperscript{4} and INCITS\textsuperscript{5} [207]. The United States of America as well as the European Union are currently

\begin{footnote}{3}The Integrated Automated Fingerprint Identification System (IAFIS) is the main U.S. fingerprint and criminal history system linking several subsystems under a common standard. It is maintained by the FBI. Further information can be found at the US National Science and Technology Council (NSTC) [206].\end{footnote}

\begin{footnote}{4}The International Standards Organisation (ISO) is the major international body for general standardisation covering more than 150 national member organisations and nearly 3000 technical bodies.\end{footnote}

\begin{footnote}{5}The Inter-National Committee for Information Technology Standards (INCITS) is a major body of
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In general, two main categories of systems can be differentiated depending on the descriptiveness and granularity of the classification performed. If only broad classes of a population are to be identified by (commonly scalar) measurements, e.g. body weight, eye-colour, starting to introduce biometric passports for their citizens, creating controversies over the practicality as well as the philosophical and ethical justification of biometric registration procedures in general. Such ventures on the international stage dramatically illustrate an ongoing ‘biometric revolution’ that leaves an ever more prominent footprint on the procedures that underpin life in modern societies.

Meanwhile, the research community has started to leap ahead from the classical forms of visual biometrics, e.g. fingerprint [102, 170], face [140, 203] or iris recognition [48, 197], into new territory. Recent biometrical research starts focussing on passive and ubiquitous biometrics [119], on multi-modal biometric fusion [114], on behavioural fingerprinting [75], and on a number of unconventional identification techniques using signatures of gait [44], hair pattern [66], ear-shape [120], and even odor [113]. Yet the research efforts concentrate almost exclusively on the human subject. While DNA-based methods have become an essential tool for the identification and classification of non-human species in multiple natural sciences [195, 205], the application of visual biometrics is still broadly limited to humans.

2.2.3 Biometric Entities and Individually Characteristic Information

In general, two main categories of systems can be differentiated depending on the descriptiveness and granularity of the classification performed. If only broad classes of a population are to be identified by (commonly scalar) measurements, e.g. body weight, eye-colour,

<table>
<thead>
<tr>
<th>Entity (method)</th>
<th>EER [%]</th>
<th>FAR/FRR [%]</th>
<th>FER [%]</th>
<th>TS [kB]</th>
<th>SSD [m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>DNA (STR)</td>
<td>≈ 10⁻⁷ [195]</td>
<td>close to 0 [205]</td>
<td>≈ 0 [195]</td>
<td>&gt; 50</td>
<td>contact</td>
</tr>
<tr>
<td>retinal vessels (IR)</td>
<td>≈ 10⁻⁹ [205]</td>
<td>≈ 0/0.4 [173]</td>
<td>≈ 0 [173]</td>
<td>≈ 0.05</td>
<td>≈ 0.075</td>
</tr>
<tr>
<td>iris (IR)</td>
<td>≈ 7.6 · 10⁻⁴ [205]</td>
<td>&lt; 10⁻⁶/6 [103]</td>
<td>≈ 7 [103]</td>
<td>≈ 0.3</td>
<td>≈ 0.3</td>
</tr>
<tr>
<td>fingerprint (MB)</td>
<td>≈ 0.2 [205]</td>
<td>≈ 0.1/0.25 [217]</td>
<td>≈ 4 [217]</td>
<td>≈ 0.3</td>
<td>contact</td>
</tr>
<tr>
<td>facial features</td>
<td>n/a</td>
<td>≈ 10/4 [155]</td>
<td>n/a</td>
<td>≈ 0.05</td>
<td>≈ 20</td>
</tr>
<tr>
<td>voice pattern</td>
<td>n/a</td>
<td>≈ 10/15 [173]</td>
<td>1-30 [173]</td>
<td>≈ 0.02</td>
<td>≈ 3</td>
</tr>
<tr>
<td>penguin spots</td>
<td>n/a</td>
<td>≈ 10⁻¹/8</td>
<td>≈ 80</td>
<td>≈ 0.1</td>
<td>≈ 3 - 7</td>
</tr>
</tbody>
</table>

Table 2.1: Current Performance Characteristics in Biometrics. The table summarises the authentication performance details of several biometric techniques. A representative subset of the most widely spread techniques in human forensics is listed and sorted by identification accuracy. Note the enormous variance in characteristics amongst the methods. At the bottom part, details of the proposed animal identification system are given for comparison. (Key: FAR...false acceptance rate, FRR...false rejection rate, EER...equal error rate (rate where FAR=FRR), FER...failure to enrol rate, TS...template size, SSD...sensor-subject distance, STR...string comparison methods, IR...infrared capture, MB...minutae based; See the individual references for more details.)

standardisation in the field of Information and Communications Technologies. It is accredited by, and operates under rules approved by the American National Standards Institute (ANSI).
height etc., the methods are referred to as *soft* or *weak biometrics* [206].

In contrast, procedures that aim to identify individuals with high confidence levels are known as *strong* biometrics [114]. These methods commonly rely on statistics from multi-dimensional aspects of physiological or behavioural characteristics that differ (significantly) within the population of interest. This work exclusively focusses on strong biometrics since only they provide reliable identity data – rather than subclass membership information – as needed for individual-based applications in biological and conservational sciences.

Strong biometrics require the presence of a high-dimensional configuration space spanned by some of an individual’s measurable properties. Categories of such properties are known as ‘biometric entities’; they are commonly differentiated by their form and by their location on an organism’s body as well as by the type of information used.

Naturally, an organism carries multiple such entities. Figure 2.2 depicts a selection of biometric entities used for human identification.

![Selection of Human Biometric Entities](image)

Figure 2.2: **Selection of Human Biometric Entities.** The images illustrate some unique human biometric entities that can serve as a source of individuality data. Illustrated are the unique structure of (from left to right) ridge lines in finger and palm prints, shapes of X-rayed teeth, blood vessel shape in the retina, iris patterns and ear shapes. [images taken from Jain et al. [103]]

A number of human biometric entities can also be found (and theoretically used) in mammals, e.g. iris patterns, skin-ridge prints, voice etc.

However, measuring them to the necessary detail proves difficult in field scenarios, if not infeasible. In contrast, coat patterns, while not present in humans, provide an entity of full body size that is (even intended to be) visible over distance, providing excellent measurability. Table 2.2 compares coat patterns to classical biometric entities with respect to the properties relevant for identification.
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Table 2.2: Characteristics of Biometric Entities. The quality of a biometric entity can be characterised by five essential and four system-dependent measures listed in the table above. Key: ↑...high; ↓...medium; ↓↓...low; ×...n/a; D...DNA; R...retina; I...iris; F...fingerprint; Fa...face; V...voice; CP...coat patterns (penguin spot patterns and scapular zebra stripes in particular); [extended comparison based on an earlier suggestion by Jain et al. [100]]

The characteristic properties of a set of biometric entities are termed a ‘biometric profile’. The profile is used to represent the individual in an information system or population database. The substitution of an identity by a profile is, however, based on the assumption that an individual’s identity is intrinsic to the information locked in its biometric entities [124, 222]. Hence, in order to qualify as a biometric entity, a feature set must satisfy a number of properties. Jain [100] presented a set of properties that approximate this condition. His suggestions are listed and extended below (they also form the basis of Table 2.2). I suggest categorising the properties into three fundamental groups of accountable factors:

**Physiological Factors.** First, the feature set has to contain components that are both singular in their physical/behavioural structure (uniqueness) and constant in their appearance over time (permanence). In addition, a feature set should be all-inclusive in the sense that – ideally – each and every member of the population carries it (universality). Naturally, the process of identifying potential entities in a species is guided by these criteria.

**Technological Factors.** Second, and this is an engineering requirement, biometric entities must be ‘collectable’, suggests Jain. Here, it is proposed to split his criteria into measurability and comparability since these two features directly relate to the components of feature extraction and pattern matching found in the design of actual identification systems.

**Interactive Factors.** In terms of interaction requirements, invasiveness (not mentioned by Jain [100]) is relevant to wildlife applications. Passive visual methods are non-intrusive by their nature and, therefore, highly applicable. Social acceptability and active circumvention, on the other hand, are mainly important in human security applications.
In later parts of this work it will be argued that a multitude of coat-patterns carry all the physiological properties necessary for biometrical identification. In particular, it will be shown that, for a number of species, coat patterns are a universal feature and remain stable for life after an initial lay-down period. It will be demonstrated that coat-patterns contain both a species-specific as well as an individually distinctive pattern component. By isolating and exploiting each of the two data categories, it will be shown that measurability as well as comparability of coat patterns can be achieved, that is species members can be registered in their habitat and individually identified against conspecifics, respectively.

Assuming that the five fundamental conditions mentioned – namely universality, uniqueness, permanence, measurability and comparability – are met, biometric systems can operate without the use of synthetic markers. Accordingly, a biometric profile cannot be separated from an individual in a natural way – if not occluded, they are omnipresent. Coat patterns can, therefore, be observed with a relatively low level of cooperation of the individual investigated (passive biometrics). Thus, for the purpose of animal identification, coat pattern biometrics can potentially excel over other identification techniques since they are applicable in wildlife scenarios 1) where cooperation is unlikely, 2) where devices are difficult to fit, and 3) where interaction with or disturbance of endangered species is to be avoided.

2.2.4 Design of Biometric Systems: Components and Operational Modes

Having discussed the properties of biometric entities, the focus is now shifted towards the methodology of extracting the uniqueness-bearing information inherent to them. Modern biometric designs achieve identification by a number of system components that perform conceptually different tasks along one, widely common recognition pipeline. In accordance with previously suggested models, by for instance Jain et al. [103] or Hüseyin [98], Figure 2.3(a) depicts the broad architecture of biometric systems in form of a flow chart. The model comprises the stages of acquisition, extraction, storage, matching and application. The extraction component is resolved further where green bars indicate how this ties in with the ‘locate-pose-identify’ paradigm proposed. It can be seen that the registration (object detection) and the normalisation (pose identification) components are identified as tasks in their own right. This is, so to say, a ‘vision view’ on biometric systems, a view that recognises the complexity of locating and posing the biometric entity in the first place.
Each of the five components fulfills a different task:

**Acquisition.** The initial measurements on individuals are taken by one or multiple sensors\(^6\) referred to as acquisition devices. This work deals exclusively with optical input from the visual spectrum\(^7\).

**Extraction.** Separating the descriptive components of the biometric entities from redundant data in the images is taken care of by a registration procedure applied to locate the entity within the measurement. During this process parameters are generated that describe the context of the detection such as pattern size, lighting, viewpoint, pose or the pattern visibility. These parameters are then used to normalise the extracted pattern, decreasing the intra-class variance caused by different acquisition conditions. The raw biometric patterns, i.e. images of relevant body parts, are generally large (usually several 100 kB) while only a small subset of this data is individually discriminative (a few bytes). Therefore, uniqueness-bearing features are extracted in order to decouple the subject-specific data component. The individually discriminative features can then be combined to form a biometric template providing a data structure for an efficient handling of biometric information.

---

\(^6\)Sensors may include cameras operating at different electromagnetic wavelengths, pressure sensors, chromatographs, scales, accelerators, microphones, distance sensors, chemical sensors or even more sophisticated techniques such as DNA sampling or tomographic techniques.

\(^7\)There is no physiological or technical reason that prevents the capture of biometric entities on the coats of penguins or zebra in the IR/UV spectrum for instance in order to enable night observation.
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Storage. During an enrolment phase, templates are saved in a population database together with a unique identifier, e.g. a name tag or some integer etc. In praxis, the size of the database can grow rapidly to several million entries, even above actual population sizes since profiles might be stored over several generations. In order to keep matching times down, a cascaded database design that emphasises the concepts of rigorous indexation, parallel processing and working sets is usually employed.

Matching. During submission, that is the actual runtime phase, the system performs identification by establishing an association between a measurement and entries in the population database. A matching scheme, usually a distance measure, is employed to compare an input with the existing profiles either exhaustively or stepwise by means of indexation.

Application. Finally, the matching results (or the newly formed templates in the case of enrolment) are presented to the application together with metadata on the entity's quality and the anticipated certainty of the produced result.

Summarising the model, the system as a whole is built around a core recognition pipeline of vision algorithms (extraction and matching) that extract and compare a biometric entity presented to a sensor (acquisition device) against stored profiles (database). According to the match calculated, the system finally reacts to the input presented (application).

2.2.5 Performance Characteristics: Measuring the Quality of Operation

Essentially, a visual biometric system constitutes a classification framework that maps from images to identities. Its performance is, therefore, traditionally quantified by characteristics that describe the statistics of a classifier. Assuming authentication, i.e. matching against a single profile in the database, biometric systems are required to categorise an individual as either genuine (accept) or as an impostor (reject).

For a set of test images presented to the system, this binary classification scheme translates into two error measures, that is the false acceptance rate (FAR) and the false rejection rate (FRR). Complementary, the genuine acceptance rate (GAR) is $1 - \text{FRR}$ and the genuine rejection rate (GRR) is $1 - \text{FAR}$. By adjusting the parameters of an identification system, one can typically trade an increase in GAR for an increase in FAR. Hence, introducing a particular point in this trade-off, the equal error rate (EER) – defined as the cross-over value where FAR and FRR coincide – is often used to compare the performance of different systems.
However, in this work the entire spectrum of GAR-FAR-pairs, that is the ‘receiver operating characteristic’ (ROC), will be used for performance description. This approach provides more complex a measure, accounting for different system behaviours at different GAR-FAR-trade-offs (see [219] for details). Note that one point on the ROC curve is chosen as the working area, pinpointing the system to operate at one specific trade-off ratio.

2.2.6 Enrolment Limitations: The Albino Problem

Not all individuals of a population are typically able to register or ‘enrol’ with a biometric system. Insufficient quality\(^8\) of biometric entities (lack of universality) as well as inappropriate capturing conditions (lighting, pose, occlusion, motion blur etc.) can cause a failure of enrolment (FoE). In the animal kingdom a lack of entity quality is often caused by injuries (predation marks, loss of body parts), genetic conditions (albinos) or natural variance (lack of chest spots in African penguins). For illustration, Figure 2.4 visualises the distribution of spot counts over a penguin subpopulation (note the log scale of the graph).

Figure 2.4: Histogram of Spot Counts in African Penguins. Manual screening of 400 African penguins revealed the above histogram of spot counts. On average, there were 12.2 spots on a penguin’s chest, while most penguins carried 7 spots (bin 6-8). It can be seen that the entity is widely universal to the sample population, yet about 3% of animals fall below the defined failure of enrolment (FoE) barrier of a minimum of 3 spots where less than 1% did not carry any chest spots. Apart from regularly patterned penguins with no spots, rare albinos (shown on the left) fall into this category. They miss all dark colouration of feathers, beak and skin. [image sources: I12, I01]

The proportion of the population that fails to complete the enrolment is specified by the failure to enrol rate (FER) indicated by red marks in the histogram above. It reflects the combined universality (given by the distribution of spot counts) and measurability (represented by a manually introduced failure of enrolment (FoE) barrier which is defined in order to reject entities below a certain quality measure).

\(^8\)For instance, a subset of the human population have fingerprints of poor quality (bricklayers, steel workers) or miss the entity entirely (accidents, disabilities).
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2.2.7 Visual Animal Biometrics

Having discussed the fundamental structure and properties of biometric systems, the few applications and (application attempts) that employ biometrics for the identification of animals will be reviewed now. During the last few decades researchers have started to investigate the use of photographic evidence for the collection and biometric recovery of animal identities. Early identification schemes of this sort pre-date modern computer-based techniques and rely on manual feature counts as, for example, work by Gill [79] on red-spotted newts or Loafman [128] on using salamander scale patterns as biometric entities.

More detailed manual inspection methods involve the creation of a photographic catalogue of individuals taken by a hand-held camera or a sketch collection (e.g. Doody [50], Peterson [153], Hagström [88], Scott [184]). Commonly, each time a new sighting is obtained by a human observer the catalogue is searched for a match by eye (e.g. Friday et al. [69]; Gowans and Whitehead [80]; Castro and Rosa [30]).

The effort for manually cataloging and identifying large numbers of animals is enormous and can take months or years of work. Despite this fact, less than a dozen computer-aided, that is partially automated, prototypical animal identification systems exist as of today. In all cases, the animals are detected and registered\(^9\) by the user where the pose is either manually normalised or corrected based on human inputs. Most of the research conducted is focused on large marine animals, i.e. whales, sharks and seals, since skin deformations are minimal and smooth in nature. Table 2.3 provides an overview of the systems published.

<table>
<thead>
<tr>
<th>Publication</th>
<th>Species</th>
<th>Feature Types</th>
<th>Labelling</th>
<th>Matching</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hiby &amp; Lovell [93, Kelly[106]</td>
<td>seal, cheetah, right whale</td>
<td>dense body texture 2D spline fitting</td>
<td>patch-based distance metric</td>
<td></td>
</tr>
<tr>
<td>Vincent et al. [210]</td>
<td>grey seal</td>
<td>dense side pattern</td>
<td>area selection</td>
<td>FG/BG ratio</td>
</tr>
<tr>
<td>Ravela &amp; Gamble [166]</td>
<td>salamander</td>
<td>dense top pattern</td>
<td>segmentation</td>
<td>PCA-like model</td>
</tr>
<tr>
<td>Tienhoven et al. [208]</td>
<td>shark</td>
<td>sparse side spots</td>
<td>Euclidean</td>
<td>point pairing</td>
</tr>
<tr>
<td>Speed et al. [190]</td>
<td>whale shark</td>
<td>sparse side spots</td>
<td>Euclidean</td>
<td>BIC on pair data</td>
</tr>
<tr>
<td>Arzoumanian et al. [6]</td>
<td>whale shark</td>
<td>sparse side spots</td>
<td>Euclidean</td>
<td>Groth’s method</td>
</tr>
<tr>
<td>Rangelova et al. [164]</td>
<td>humpback</td>
<td>dense fin contour</td>
<td>segmentation</td>
<td>spatial histograms</td>
</tr>
<tr>
<td>Forcada et al. [63]</td>
<td>monk seals</td>
<td>fluke silhouette</td>
<td>area selection</td>
<td>wavelet analysis</td>
</tr>
<tr>
<td>Foster et al. [66]</td>
<td>plains zebra</td>
<td>vectorised stripes</td>
<td>segmentation</td>
<td>vector set similarity</td>
</tr>
</tbody>
</table>

Table 2.3: Overview of Computer-aided Vision Systems for Wildlife Biometrics.
(Key: FG/BG...fore-/background, PCA...principal component analysis, BIC...Bayesian Info Criteria [3])

\(^9\)Although a common task in general vision, only a few, rather basic attempts have been made so far to address the species detection and normalisation issue in biometrical applications dealing with animals, e.g. selecting patches of a certain body region on dolphin images by Araabi et al. [5].
2.2. Biometric Systems

Dense Texture Comparison. Hiby and Lovell [93] suggest fitting a spline over the image by manual control-point adjustment in order to achieve pose normalisation as shown in Figure 2.5(b) for right whales (*Eubalaena glacialis*). Subsequently, texture patches are compared using a similarity measure that is not disclosed in their publications. The system finally outputs sets of likely matches that are presented to the user for a final, manual screening. Kelly [106], for example, utilised the approach for the individual identification of cheetahs (*Acinonyx jubatus*) from scanned photographs.

![Figure 2.5: Examples of Computer-aided Animal Identification Systems.](image)

The Hiby-Lovell system effectively uses the human ability to fit surfaces accurately in order to normalise for pose variations. It is effective and has proven itself in a number of cases. However, the technique has two main drawbacks: 1) intensive manual labelling, and 2) pixel-based, dense comparison which is highly susceptible to lighting changes and image artefacts.

Addressing the latter problem by trading specificity for robustness (essentially turning the approach of dense comparison into a soft biometric technique), Vincent et al. [210] suggest using binary information, that is ratios of spotted and non-spotted areas on grey seals (*Halichoerus grypus*) visualised in Figure 2.5(a), broadly to classify populations in order to aid later manual identification. In contrast, Forcada et al. [63] approach the lighting issue by focussing on 1D structures only (fluke silhouettes) that can be reconstructed more robustly, exploiting the limitation in dimensionality. The authors apply the method to identify monk seals (*Monachus monachus*) by comparing wavelet coefficients obtained from
the fluke contour. Rangelova et al. [164] propose a similar 1D technique for humpback whales (*Megaptera novaeangliae*) engaging grid-based histograms for matching fluke contours. A reduction to 1D structures during pre-processing (e.g. skeletonisation by Foster et al. [66]) without the use of high-level models is only applicable to near perfect imagery. Otherwise, it runs the risk of misinterpreting data before the actual matching procedure.

However, using *sparse, localised features* embedded in the full two dimensions of the animal surface, i.e. local features defined by shape, colour or orientation, can provide a great wealth of information yet, in case of disruptive colouration [47], being prominent enough to avoid weak recognisability. Sparse 2D features will be exploited in this work: similar to minutae detection in fingerprints [102], the singularities of Turing patterns, that is spots, bifurcations and line endings (considered within a species-dependent band of spatial frequencies) will be used as generic primitives for the construction of biometric profiles. Only a few attempts employing rather species-specific, manually aided forms of sparse profiling of animals exist.

**Sparse Landmark Comparison.** Van Tienhoven et al. [208] exploit manually edited imagery of spot-like flank markings to achieve a computer-aided identification of individual raggedtooth sharks (*Carcharias taurus*). Hand-labelled silhouette landmarks (the base of three fins) are used as a reference system for Euclidean normalisation. A cloud of 12-40 hand-labelled spot markings represented within this geometry are compared to a database via an exhaustive search where each point is paired with the closest point in the stored point set and the average Euclidean distance between pairs provides the ranking index. Users are finally presented with the ranked list and make the identification decision.

Technical drawbacks of this largely manual identification system are the ambivalent nature of the biometric entity, i.e. spots gradually blend in with background, and also the simplicity of the matching metric that models the shark as rigid and entities as certain. It does not account for missing or distorted data.

Speed et al. [190] apply the method to whale shark (*Rhincodon typus*) identification, extending the approach by replacing ranking indices with a combination of Akaike’s Bayesian Information Criteria [3] and evidence ratios [27]. However, neither the rigid nature of the modelling methodology nor the non-flexible pairing mechanism for features are tackled.

Arzoumanian et al. [6] present a more advanced system employing Groth’s algorithm [84] as a robust point cloud matcher for whale shark patterns (visualised in Figure 2.5(c)) where,
again, the animal registration is performed manually. The matching technique, developed in the 1980’s for the robust identification of astronomic constellations, engages voting based on a binary similarity measure between all the triangles that can be constructed over the landmark set. Similarity between two triangles $A$ and $B$ is then confirmed on the basis of a constraint on 1) side-length ratios $R$ between the longest side $r_1$ and the shortest side $r_2$ as well as on 2) the cosine $C$ at angle $\gamma$ between $r_1$ and $r_2$, that is:

\[
\begin{align*}
&((R_A - R_B)^2 \ll t_A^2 + t_B^2) \land ((C_A - C_B)^2 \ll s_A^2 + s_B^2) \quad (2.1) \\
&\text{where } t = 2R^2F, \quad s = 2\sin^2\gamma F + 3\cos^2\gamma F^2 \quad \text{and} \quad F = \epsilon \left(\frac{1}{r_1^2} + \frac{C}{r_1 r_2} + \frac{1}{r_2^2}\right).
\end{align*}
\]

The parameter $\epsilon$ is a user-defined measure of the anticipated positional uncertainty. Triangles are matched based on the above measure, best matches are used for pairing triangles. Since the number of triangles produced is large – there are $n!/6(n-3)!$ triangles over $n$ points – basic Gaussian statistics are used to find a common magnification factor and a relative orientation between triangle instances. This operation normalises the patterns for rotation and scale. Depending on the distance to the means of the two measures, voting weights are created for each triangle pair, focussing on the matches closest to the most likely scale and rotation. The weighted sum over all votes constitutes a final score which is employed for representing the certainty of identity between the two entities measured.

Despite the manual species identification and landmark labelling, the technique copes well with some missing and distorted data by employing one of the most robust and sophisticated matching scores used in animal biometrics today.

However, none of the systems published combines autonomous animal detection, registration and pose normalisation with sparse, robust matching methods. This is where my work ties in, exploring the possibilities and limitations of fully automated identification.

### 2.3 Landmark Matching

#### 2.3.1 Rigid Alignment: Matching by Transformation

The previous survey of systems for animal identification has made clear that landmark matching crucially underpins the process of estimating the similarity between sparse biometric entities – they essentially provide distance models in multidimensional pattern spaces. In the following, a brief review of sparse matching schemes is presented to put in context
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the histogram-based matching approach proposed in this work:

Generally, a comparison of two 2D landmark sets $X = \{x_1, \ldots, x_i \in \mathbb{R}^2, \ldots, x_m\}$ and $Y = \{y_1, \ldots, y_j \in \mathbb{R}^2, \ldots, y_n\}$ can be achieved by 1) mapping both patterns into a common reference system (or domain), i.e. performing a normalising transform, together with 2) defining a distance measure in this space, i.e. enabling a ranking or clustering of patterns.

In the most simple case, assuming a Euclidean similarity transform between the sets, normalisation schemes have to account for translation, scale and rotation. One standard procedure for this sort of matching is Procrustes analysis which can be traced back to early work by Kendall [107, 108] on shape spaces and shape manifolds.

He suggests recovering the translation between the sets $X$ and $Y$ by turning the centre of mass $\bar{x} = \frac{1}{m} \sum_{i=1}^{m} x_i$ into the origin of new reference systems, essentially mapping $x_i \rightarrow x_i - \bar{x}$ (the same is applied to the $y_j$). Subsequently, scale is normalised exploiting the mean sample distance to the origin, that is $x_i \rightarrow x_i \left(\frac{1}{m} \sum_{k=1}^{m} (x_k - \bar{x})^2\right)^{1/2}$. Sorting the points by angle, fixing $X$ and then minimising the pattern variance by exhaustively rotating $Y$ around the origin over angles $\gamma$, finally yields the best rotational fit between the patterns:

$$(2.2) \quad \arg\min_{\gamma} \sum_{i=1}^{n} |(y_{i,1}\cos\gamma - y_{i,2}\sin\gamma, y_{i,2}\sin\gamma + y_{i,1}\cos\gamma) - x_i|$$

where $y_i = (y_{i,1}, y_{i,2})$ is paired with $x_i$ (based on an angular sort over index $\gamma$), and $|x|$ denotes the Euclidean vector norm.

Other derivatives of the method employ string distances such as the edit-distance [159]. The necessity for the application of an angular sort is, however, intrinsic to the approach. Bearing in mind that misdetections of features as well as distortions may occur during the registration of sparse features, this angular sort is likely to fail in biometric analyses, resulting in a comparison of effectively unrelated landmarks. Furthermore, the generation of the reference system is, in general, not robust to outliers, that is misdetections alter the normalisation terms based on overall measures such as $\bar{x}$.

In order to counter these shortcomings, Luo and Hancock [132] suggest employing the expectation-maximisation (EM) algorithm for a stepwise optimisation. Other advanced schemes for a Euclidean alignment of rigid structures either employ iterations, e.g. the Iterated Closest Point (ICP) technique by Besl et al. [23], or define different estimators for recovering transform parameters such as the centroid bounding criteria by Griffin et al. [83].

All the approaches mentioned attempt to find a rigid mapping between the patterns $X$
and $Y$ where the matching score – the most important result for biometric applications – is generally calculated from the variances that could not be corrected for by the transform discovered. Avoiding such explicit definitions of matching scores, a completely different class of approaches aims at clustering the pose space, engaging parametric voting schemes instead of aligning models in image space.

### 2.3.2 Parametric Clustering: Matching by Partitioning

Geometric hashing, as proposed by Wolfson and Rigoutsos [220], employs the paradigm of *voting* in an especially time-efficient, yet memory-intensive framework. The technique provides a means for matching a pattern $Y$ against a hash table of models $X_1, X_2$ etc. For building the table from models $X_i$, the technique recruits subsets $V_i \subseteq X_i$ of landmarks wherefrom all possible systems of basis vectors are generated. In the case of affine transforms, point triples yield a basis $B_{x_i} = \{b_i\}$. This basis is then used for encoding all remaining points in $X_i$. Wolfson suggests forming a hash key from these resulting coordinates and saving the model index $i$ as the hash entry to this key.

An unknown pattern $Y$ can then be compared by assembling a suitably sized set (the larger the set, the more accurate the prediction) of basis vectors $B_y$ – each used as a hash key. Building a histogram over all model indices $i$ found in the database according to these keys reveals a winning model as a peak in the histogram. Defining appropriate techniques for robustly identifying peaks can, however, pose a challenge. The technique is applicable strictly in the case of rigid content since deformations will affect the generation of hash keys, causing the voting process to fail. Several extensions, for instance contributions by Rigoutsos [167] and Tsai [199], try tackling the issue by fuzzifying the key generation.

Other voting-based schemes employ more abstract parameter configurations instead of low-level location data. The generalised Hough transform [9], for instance, is characterised by an accumulation of pose evidences, followed by a clustering step that selects hypotheses with strong support. In biometrics, the scheme has been applied to minutae matching in fingerprints by Ratha et al. [165] accounting for Euclidean transforms in the patterns.

The major problem of Hough’s technique for matching biometric entities lies in defining a suitable parameter space – i.e. the Hough space – for more applicable, yet more complex transforms that cover all hypotheses in a deformable domain, but having acceptable requirements in terms of storage and computational resources.
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2.3.3 Histogramming and Similarity Indices: Matching by Distance

Matching schemes that process patterns element by element such as Procrustes analysis [107] are, as indicated, very sensitive to perturbations in the completeness and ordering of elements in X or Y. Provided the likelihood of pairings between elements in X and Y is known, the similarity problem can be formalised using a quadratic-form distance which employs an assignment matrix A for ranking the probability of element pairings. Table 2.4 summarises this approach together with other distance measures that tackle the problem of missing and unreliable data.

If no cross-assignment data is available, cross-index dissimilarity measures that operate over element sets (such as the Match-distance or the Kolmogorov-Smirnov distance) have still been found to perform, in general, more robustly than element-based techniques [193].

Meta-distances pursue another strategy, maximising hypotheses over all possible combinations of pairing-based distances between different elements of the sets to produce a single, order-independent scalar measure. The Hausdorff distance and the earth mover’s distance \(^{10}\) are powerful examples of this category of distance measures.

<table>
<thead>
<tr>
<th>Element-based Measures</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Minkowski-form (L_r ) [193]</td>
<td>( d_{L_r}(x, y) = (\sum_i</td>
</tr>
<tr>
<td>Kullback-Leibler (KL) [116]</td>
<td>( d_{KL}(x, y) = \sum_i x_i \log \frac{x_i}{y_i} )</td>
</tr>
<tr>
<td>( \chi^2 )-distance</td>
<td>( d_{\chi^2}(x, y) = \sum_i \frac{(x_i - y_i)^2}{m_i} )</td>
</tr>
<tr>
<td>Jeffrey divergence</td>
<td>( d_J(x, y) = \sum_i (x_i \log \frac{x_i}{m_i} + y_i \log \frac{y_i}{m_i}) )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Cross-index Measures</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Quadratic-form (Mahalanobis)</td>
<td>( d_Q(X, Y) = \sqrt{(X - Y)^T A (X - Y)} )</td>
</tr>
<tr>
<td>Match-distance</td>
<td>( d_M(X, Y) = \sum_i \sum_{j \leq i} x_i - y_j )</td>
</tr>
<tr>
<td>Kolmogorov-Smirnov (KS)</td>
<td>( d_{KS}(X, Y) = \max_i \left</td>
</tr>
</tbody>
</table>

**Meta Distance Measures**

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Hausdorff distance</td>
<td>( d_H(X, Y) = \max { \sup_X \inf_Y d(x, y), \sup_Y \inf_X d(x, y) } )</td>
</tr>
<tr>
<td>Earth mover’s distance (EMD) [172]</td>
<td>( d_{EMD}(X, Y) = \frac{\sum_X \sum_Y d(x, y)^f(x, y)}{\sum_y f(x, y)} )</td>
</tr>
</tbody>
</table>

Table 2.4: Selection of Similarity Measures. The table shows a selection of both element-based and cross-index distance measures used in point pattern matching where \( \bar{X} \) represents the matrix with all \( x \in X \) as column-entries, \( A \) is an a-priori known mixture matrix, \( d(x, y) \) is some element-based metric, \( f(x, y) \) is some minimal flow and \( m_i = \frac{X_i + Y_i}{2} \) is used as a convenient shorthand.

Shape contexts, originally introduced for character recognition by Belongie et al. [20], provide a distance measure based on spatial histograms that incorporate a local coherence assumption. The latter property is highly applicable to coat patterns since underlying

\(^{10}\)The Earth-Mover’s distance is used in this work and discussed in detail later in Chapter 6.
skin dynamics show a correlation between landmark distance and the severeness of their relative distortion. Belongie’s technique partitions the scale-normalised image space with respect to a selected reference landmark (the origin) by building a polar histogram \( H = (h_1, h_2, ..., h_j, ...) \) over other landmark positions. The histogram shows increasing bin size further away from the reference. Generating an entire set \( \{H_i\} \) of such histograms, i.e. the shape context, where each landmark \( x_i \) is used as the reference once, introduces robustness to missing/unreliable data by providing invariance from one specific reference.

Two histogram sets \( \{H_i\} \) and \( \{K_j\} \) – of possibly different landmark cardinality – are matched based on an assignment matrix \( M = [m_{ij}] \) where, according to Belongie, the entries \( m_{ij} \) represent the \( \chi^2 \)-distances between \( H_i \) and \( K_j \). The Hungarian method by Kuhn [115] is then employed to solve the assignment problem of the matrix \( M \), essentially associating histograms \( H_i \) and \( K_j \) in an undirected, 0-1-regular bipartite graph\(^{11}\). Since each histogram \( H_i \) is associated with a reference landmark \( x_i \), the assignment also yields pairings of landmarks \( (x_i, y_j) \) between the patterns \( X \) and \( Y \). Belongie suggests using the sum of the associated matching costs as a distance metric in pattern space where a penalty term can be assigned to unpaired landmarks.

Its robustness to distortions, the feature of outlier detection and the possibility of comparing point sets of different landmark cardinality render the measure applicable to the task of matching auto-detected landmarks in Turing structures. The technique is of a statistical nature and performs especially well for large landmark sets.

However, as it will be shown in Chapter 6, Belongie’s technique can be extended both 1) to deal with small sets of typically 5 to 30 landmarks only (as found in the sample species investigated), and 2) to incorporate a-priori information regarding anticipated pattern distortion. This extended technique is formulated and applied in this work to match coat patterns of African penguins.

### 2.3.4 Other Landmark-based Approaches: Voting, Warping and Co.

The distance between landmark patterns can also be recovered by voting procedures that accumulate evidence from shape/similarity invariants of triangle sets. The algorithm by Groth [84], discussed earlier, as well as the Delaunay-triangulation scheme by Cox et al. [39] fall into this algorithm category. Despite the fact that voting enhances the robustness with

\(^{11}\)A graph is 0-1-regular if and only if all vertices have 1 or less edges. A graph is bipartite if and only if there exist two partitions of vertices such that no edge connects vertices of the same partition.
regard to missing landmarks, measures that exploit triangular similarity are generally limited to similar transforms.

If a nominal criteria of the landmark set can be established, patterns may be normalised using image warping techniques\textsuperscript{12}. For instance, Senior \textit{et al.} \cite{Senior185} use equal spacing between ridge curves in fingerprints to normalise patterns. Ross \textit{et al.} \cite{Ross170} assume a smooth nature of the distortion field and model occurring deformation by employing thin plate splines anchored at ridge curves.

The \textit{SoftAssign} algorithm by Rangarajan \textit{et al.} \cite{Rangarajan163} pursues an iterative optimisation in order to achieve a bipartite matching. Their technique resembles the alternative nature of the expectation-maximisation (EM) algorithm \cite{Durrant132}, implementing a progressive, sequential interplay between 1) moving landmarks of one pattern closer to their suspected counterpart(s) in the other, and 2) resetting association weights between landmark pairs based on their distance. However, the comparison task is not solved by association alone. As in warping, a mapping score must be defined over the space of transforms for quantising the similarity between patterns.

Stressing the link between measurement and deformation, \textit{distortion avoidance}, as suggested by Dorai \textit{et al.} \cite{Dorai51}, aims at selecting a minimally deformed signal during acquisition. The strategy relies on both the availability of multiple inputs and a means of rating the severity of the distortion by a mapping score. Assuming the availability of dense time-series data, flow models \cite{Magid33} have, for instance, been used to determine the extent of deformation. However, multiple inputs rely on some degree of cooperation often denied by wild animals.

\textsuperscript{12}The main difficulty of warping lies in finding an appropriate definition of either a ‘nominal representation’ or ‘warping score’ that quantifies the severity of transforms between two patterns given missing data. In most cases, warping techniques require either regular or semantically annotated feature maps. They are, in broad contrast to shape contexts, not easily applicable to sets of landmark data without information on the landmark pairing.
2.3.5 *Summarising Note on Matching Techniques*

The discovery of a distortion function on the one hand or the assignment of pairings (defining a sparse homography\textsuperscript{13}) on the other hand form alternative avenues towards landmark matching. Both processes are related: a sparse pairing *confines* a dense mapping while a dense distortion function exhaustively *defines* the transform.

Thus, a given transform always implies the pairing while a pairing does not imply the distortion function. (However, homogeneity assumptions and physical distortion properties have been used to link sparse and dense mappings.) In conclusion of this section, Figure 2.6 summarises the concepts reviewed and provides a schematic visualisation of the concepts discussed.

![Diagram of Matching Techniques](image)

Figure 2.6: *Selection of Geometrical Concepts for Normalisation and Matching.*

(a) statistically estimated reference system (e.g. Procrustes analysis);
(b) designated landmarks as reference system;
(c) multiple subsets of landmarks as reference systems (e.g. Geometric Hashing);
(d) statistically aligned spatial histogram (e.g. Procrustes analysis + Histogramming);
(e) multiple, landmark centred spatial histograms (e.g. Shape Context);
(f) similarity of triangle sets (e.g. Groth’s algorithm);
(g) reference-based interpolation (e.g. Spline Models);
(h) iterative landmark pairing (e.g. SoftAssign);
(i) manual sample selection from multiple measurements (e.g. distortion avoidance);

\textsuperscript{13} A homography describes a bijective mapping of point sets between two domains. Thus, it is defined as a relation between two landmark configurations, such that any given landmark in one configuration corresponds to one and only one point in the other, and vice versa.
2.4 Recognition of Complex Objects

2.4.1 Mind the Semantic Gap: From Pixels to Objects

In order to apply the matching procedures discussed, biometric entities, e.g. coat patterns, need to be spatially extracted from cluttered images. Accurate entity segmentation can avoid 1) admitting background components to biometric patterns (inter-class disambiguation), and 2) recruiting features over several individuals (intra-class disambiguation). Therefore, a robust recognition of the species and its body parts of interest is required, overcoming the apparent ‘semantic gap’ between the pixels and the meaning grouping them.

Object recognition aims at bridging this gap by categorising entire image regions \( I_j \) into one semantic class \( \omega_i \) (e.g. a body part, clutter etc.) member of a superset \( \Omega \) of classes of interest, which form a semantic space. Defining \( \Psi \) as the set of all existing regions \( I_j \), i.e. an image space, an equivalence relation \( \phi \subseteq \Psi \times \Psi \) can be used to represent class membership of regions where, in an ideal case, the resulting equivalence classes \( [I_j]_\phi \sim \omega_i \in \Omega \), i.e. the object categories, form a factor set \( \Psi/\phi \). Note that this rather basic model view explains the semantics \( \Omega \) as an unambiguous, \( \Psi \)-complete\(^{14} \) set of disjunct subsets \( [I_j]_\phi \subseteq \Psi \).

As for the majority of vision tasks, the mapping \( \phi \) is ambiguous for the identification of species classes \( \omega_i \). This is mainly due to hidden data (e.g. self-occlusion) and incomplete class descriptions (e.g. use of sparse population samples for learning \( \phi \)). In addition, the actual cardinality of \( \phi \) is vast. Thus, in practical terms, one retreats to approximate \( \phi \) on the basis of information that specifies the relationship between the image space \( \Psi \) and the semantic space \( \Omega \), be that sample data or a-priori knowledge in form of scientific models.

It follows a brief survey and a problem-specific critique of relevant recognition strategies is presented, approaches that all seek (by some form of model) to estimate the relation \( \phi \).

2.4.2 Templates and Local Descriptors: Defining Prototypes

Template matching \([101]\) represents a class \( \omega_i \) by a single prototype – the template. Distance metrics – reviewed in the previous section – are employed to produce a matching score between this prototype and a novel observation. Templates have been built from 1) patches of the image function \( I \) for use in convolution/cross-correlation, 2) from principal components of regions of \( I \) such as eigensignatures of faces (eigenfaces) used by Turk et al. \([203]\),

\(^{14}\) The constraint ensures that there is an interpretation available for every possible region: for every \( I_j \) in \( \Psi \) there is an associated label in \( \Omega \) such that every image has a label and \( \bigcup_j [I_j]_\phi \equiv \Psi \) holds.
3) from shape data, e.g. moments, segment signatures, contours, chain codes, for instance, reviewed by Basri [12], 4) from local colour histograms, or 5) from structural descriptors such as kernel-based texture measures, e.g. Gabor-filters [72] or wavelets [94].

As a consequence of the local regularity of coat patterns, structural descriptors are of special interest for the task at hand. Haar-like features, that is macro-arrangements of localised Haar-wavelets, will be employed in this work to provide primary features. It will be shown that Haar-like features resemble locally stable elements of Turing patterns and can be used to construct effective and efficient descriptors.

Generally, prototypes are either constructed from a single measurement, known as one-shot learning [57], or they are assembled by combining larger sets of samples. The latter method is somewhat more sophisticated since it captures intra-class variabilities. In any case, template matching is limited to modelling an object class based on a single, prototypical point in pattern space. Clearly, extensions are necessary for representing geometrically complex, class-dependent distributions. This can, for instance, be achieved 1) by modelling relations between multiple templates (structural approach), 2) by discovering domain-specific embeddings that simplify the class distributions, e.g. kernel transforms, or 3) by tailoring the feature set that spans the pattern space (statistical approach).

Current realtime systems often exploit the stability (and simplicity!) of the local object structure by building spatially confined templates over local neighbourhoods. Wide baseline matching, e.g. k-nearest neighbour discovery in a large pattern space, is commonly utilised to associate measurements to known prototypes stored in either a database, a hash-table [220] or a kd-tree [19]. This approach is, for instance, used by Lowe [130] in his framework of scale-invariant feature transforms (SIFT), by Rothganger et al. [171] in a similar, also affine-invariant patch detector, and by Lepetit et al. [123] in their technique of randomised trees.

SIFT identifies extrema in scale-space as interest points [180] and uses the local distribution of affine-corrected orientations as a characteristic data vector. In contrast to class descriptors, SIFT is, similar to image jets [65] and local cross-correlation measures [161], constructed as a local image measure that represents data from a single one-shot-measurement only – in this sense SIFT constitutes a true prototype. Both core concepts of SIFT, that is the use of scale-space extrema and orientation descriptions, require the underlying image to remain structurally constant, e.g. no introduction/removal of image elements, since the
values used are not weighted in terms of their class-dependent relevance.

In coat patterns, only a few, often complex feature combinations prove truly species-specific. To capture these combinations, features are required to be selected, represented and combined. Thus, techniques are needed that account for visual trends in the population of a species, focussing on characteristic pattern properties and property combinations.

2.4.3 Statistical Object Recognition: Defining Decision Boundaries

The goal of the statistical recognition approach [101] is to isolate/combine those image features that allow pattern vectors belonging to different object categories (the \( \omega_i \)'s) to occupy disjoint, yet compact regions in pattern space. Establishing decision boundaries between the class-representative clusters then allows for a predictive classification on novel data. Adopting a Bayesian viewpoint, the risk \( R \) of mismatching a class \( \omega_i \) given an image \( I \) is:

\[
\mathcal{R}(\omega_i|I) = \sum_j L(\omega_i, \omega_j)P(\omega_j|I)
\]

where \( P(\omega_j|I) \) is the probability of assigning the class \( \omega_j \) given \( I \) and \( L(\omega_i, \omega_j) \) is the loss incurred by deciding that \( I \) is associated to class \( \omega_i \) when the true class is \( \omega_j \). Minimising this loss function brings forth the decision boundaries desired. For instance, given the identity relation as the loss function, risk minimisation yields the maximum a-posteriori (MAP) decision rule [3] assigning \( I \) to \( \omega_i \) if and only if \( \forall j \neq i : P(\omega_i|I) > P(\omega_j|I) \).

In species detection – as in most practical cases – posterior densities \( P(\omega_i|I) \) are unknown and have to be estimated based on class-specific likelihoods \( P(\{c_k(I)\}|\omega_i) \) of image features \( c_k(I) \). The features are commonly approximated to be statistically independent from one another. The posterior can then be formulated as a Bayesian inference [17]:

\[
P(\omega_i|I) = \frac{P(\{c_k(I)\}|\omega_i)P(\omega_i)}{P(\{c_k(I)\})} \approx P(\omega_i) \prod_k \frac{P(c_k(I)|\omega_i)}{P(c_k(I))}
\]

essentially combining the class-dependent feature likelihoods \( P(c_k(I)|\omega_i) \) as independent events. For the problem at hand in particular, both the form of the posterior and the likelihoods are initially unknown: how are features distributed over the population and under deformation? Moreover, considering the ordered structure of Turing patterns, local features are anticipated to be statistically dependent. Thus, in order to avoid any initial assumptions, a non-parametric learning method is used to discover species-specific patterns.
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2.4.4 In-depth Focus: The Extended Viola-Jones Detector

In 2001, Viola and Jones [212] suggested first to learn (from large sets of annotated sample imagery) and then scale-invariantly to detect (for the first time in realtime!) members of a complex object class. This thesis utilises and extends their work for species identification. The following section provides a review of this statistical recognition framework.

The basic idea of the approach is to model a class of visual objects by characteristic sets of Haar-like features arranged in boosted, linear combinations of classification and regression trees (CART’s) [219]. A cascade of such decision trees is employed for describing the object-specific subspace within the pattern domain [126]. Figure 2.7 puts this approach into its context within a taxonomy of other statistical recognition strategies.

The Viola-Jones detector performs classification based on partitioning the pattern space spanned by so-called Haar-like features. Each Haar-like feature \( \Psi_K \) is defined (and implemented) as an accumulation of weighted block features \( S_k \):

\[
\Psi_K(x) = \sum_{k \in K} w_k S_k(x)
\]

where \( K = (k_1, k_2, ..., k_p) \) is a list containing a number of \( p \) type-vectors \( k \) each of which defines the shape\(^{15} \) of one of the block images used. Essentially, Haar-like features encode block-like contrast arrangements at selective spatial frequencies and positions (see

---

\(^{15}\)2D block features \( S_k = S_{s,t,b} \) are also referred to as car-box images [212] or as binary ‘boxlets’ [188]. They can be defined as a scaled (by vector \( s \), shifted (by vector \( t \)) and sign altered (by \( b \in \{1, -1\} \)) versions of the unit square block \( S^0 \) of value 1, that is \( S_{s,t,b}(x) = S_b(x) = bS^0(x \cdot s^T - t) \). Each block image then bears a single, rectangular block of constant entries of 1 or \(-1\) on a background of 0. Weights are calculated as \( w_k = w_{s,t,b} = w_{(s_1, ..., s_j)^T, t, b} = \frac{1}{\prod_{i=1}^{j} s_i} \).
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Figure 2.8). They resemble both Haar functions as well as elementary building blocks of Turing patterns. This resemblance in pattern structure provides, as it will be demonstrated later, a means for an efficient coding of regions of a species’ camouflage pattern.

![Figure 2.8: Structure of Haar-like Features. Basic block-features as given in (a) are combined to form Haar-wavelets in (b) and more complex macro-arrangements, that is Haar-like features in (c) where numbers show the weights $w$ associated to block regions. Illustration (d) shows several of these features arranged in a template describing the structure of a neighbourhood window characterising the distinctive component of a zebra pattern. (e) Multiple descriptors model an animal.](image)

Given an image $I$, the likelihood of the presence of a single feature kernel $\Psi_K$ can be measured by convolution of the kernel with the image yielding a coefficient $c_K$:

\[
(\text{FEATURE RESPONSE}) \quad c_K(I) = \Psi_K * I = \sum_{k \in K} w_k(S_k * I) \quad (2.6)
\]

where $*$ constitutes convolution. The approach is sufficient since, fixing the image location of application, convolutions can be interpreted as dot product operations. Therefore, as elaborated in Forsyth and Ponce [65], the response $c_K$ is largest if vector $I$ and vector $\Psi_K$ are close to parallel, that is they resemble each other.

Viola and Jones suggest significantly enhancing the speed of the convolution operation – a major precondition for realtime operation – by exploiting the general integration rule\(^{16}\) for linear convolution described by Heckbert [91] as:

\[
(\text{INTEGRATION RULE OF CONVOLUTION}) \quad (S_k * I)^{[n]} = S_k^{[p]} * I^{[q]} \quad \text{given} \quad n = p + q \quad (2.7)
\]

where $I^{[n]}$ represents an $n$-times image integration. Setting $p = 2$ and $q = -2$ causes any block image $S_k$ to collapse yielding a second derivative $S_k''$ with only four non-zero entries

\(^{16}\)The necessary condition for the rule to hold is that both functions provide finite support. By assuming all values outside the image are zero, this is trivially true for discrete images of limited size.
as illustrated in Figure 2.9(b-d). Independent of the image size, an addition/subtraction of the four non-zero entries in the integral image $\mathbf{I}$ then yields the convolution of $\mathbf{S}_k$ with $\mathbf{I}$:

\[
(\text{FAST BLOCK IMAGE CONVOLUTION})
\]

\[
\mathbf{I} \ast \mathbf{S}_k = \mathbf{I}(t_1 - 1, t_2 - 1) + \mathbf{I}(s_1 + t_1 - 1, s_2 + t_2 - 1)
- \mathbf{I}(s_1 + t_1 - 1, t_2 - 1) - \mathbf{I}(t_1 - 1, s_2 + t_2 - 1)
\]

(2.8)

where $k = ((s_1, s_2), (t_1, t_2), b)$ holds the scale and translation parameters of the block image. Figure 2.9(g-h) visualises the calculation where colours used in the equation refer to the ones in the illustrations.

Figure 2.9: **Efficient Convolution using Block Images.** (a) the unit square; (b) a block-image (yellow) is a shifted and scaled (possibly sign-altered) version of the unit square; (c) application of horizontal differentiation leads to two 1D structures; (d) further application of vertical differentiation yields four impulses; (e) an arbitrary image; (f) integral image as block sum over all top-left pixels; (g) convolution of block-image with arbitrary image equals convolution of integral image with four impulses; (h) schematic visualisation of the summation process on the arbitrary image;

The integral image $\mathbf{I}$ can be calculated rapidly by an iterative scheme of linear complexity:

\[
(\text{IMAGE INTEGRATION})
\]

\[
\mathbf{I}(-1, y) = 0; \quad \mathbf{I}(x, y) = \mathbf{I}(x - 1, y) + A(x, y);
\]

\[
A(x, -1) = 0; \quad A(x, y) = A(x, y - 1) + \mathbf{I}(x, y).
\]

(2.9)

It will be shown later that this speed-up proves especially efficient for the high-resolution imagery necessary to capture sufficient details for individual coat pattern identification.

In contrast to Haar-wavelets, Haar-like features form an over-complete descriptor set. I
argue, over an area of $x \times y$ pixels, there exist a binomial number of non-redundant\textsuperscript{17} features:

\[
|\{\Psi_K\}| = \binom{l}{m} \quad \text{where} \quad l = |\{K\}| = 2 \sum_{i=1}^{x} \sum_{j=1}^{y} (x - i + 1)(y - j + 1).
\] (2.10)

The parameter $l$ reflects the number of block images $S_k$ in the area and $m$ is the number of block images recruited to form features, that is the cardinality of lists $K$. Figure 2.10 illustrates the exponential growth of the Haar-like feature pool plotted against image size.

Clearly, pruning the feature pool in a domain-motivated way is an imperative for balancing the system’s generality against its parsimony [127]. Table 2.5 compares the selection of feature classes used in this work to pools engaged in other systems/publications.

Note that spot-like, line-like and edge-like features are employed since these feature types are found in Turing patterns. Non-adjacent, widely spread compositions of block images, as suggested by Zhang et al. [223], are of limited relevance since, as it will be shown later, the variability in coat patterns increases significantly with the distance between related features.

In order to estimate the feature-dependent distribution $P(\omega|c_1(I), ..., c_i(I), ...)$ of object likelihoods in the image, Viola and Jones suggest learning the association between coefficients $c_i$ and semantic classes $\omega$ from sets of training images $I^{pos}$ and $I^{neg}$ where $y_j$ is used as the characteristic function for images $I_j$ that is 1 for positives and $-1$ for negatives.

\textsuperscript{17}Features that use multiple block images over the same region $(s, t)$ and sign $b$ are considered redundant.
Table 2.5: Pruned Feature Pools. The table summarises different layouts of Haar-like classifier pools as they were applied to different detection problems. The last row shows the feature pool used in this work. [The data shown refers to a selection of publications detailed in the references: Haar [87], Oren et al. [149], Mohan et al. [142], Bahlmann et al. [8], Viola and Jones [212], Lienhart et al. [126], Kölsch and Turk [111], Menezes et al. [138], Barczak et al. [10]]

An elementary classifier $h_i$ – representing a single feature $c_i$ – is then built by exhaustive search for the best descriptor over features $c_i$ and parameters $(p, q)$ in form of a threshold classifier:

$$h_i(I_j) = \begin{cases} 
1 & pc_i(I_j) < pq \\
-1 & \text{elsewise}
\end{cases}$$

(2.11)

where $q \in \mathbb{R}$ constitutes the classification threshold and $p \in \{1, -1\}$ is a binary sign variable.

To account for dependencies between Haar-like features – as frequently occurring in Turing patterns – these single-feature classifiers are combined in binary classification and regression trees (CART’s) [219]. Figure 2.11 visualises the concept on two trees trained to describe the appearance of frontally captured African penguins.

The leafs of a CART are assigned with values $h$, that is the difference of the measured posterior densities of samples with respect to arrangements of the $n$ threshold classifiers:

$$h(I_j) = P(y_j = 1|h_1(I_j), ..., h_i(I_j), ..., h_n(I_j)) - P(y_j = -1|h_1(I_j), ..., h_i(I_j), ..., h_n(I_j))$$

(2.12)

Since small CART’s (of limited depth) are used, the classifiers incorporate limited data on only a few features. Intuitively, they constitute ‘rules of thumb’ that provide quick, but relatively weak disambiguation. Therefore, Viola and Jones propose combining multiple learners $h_i$ into one superior classifier $H$, using a framework first suggested by Kearns and Lienhart et al. [126] originally used boosted CART’s in conjunction with Haar-like features for capturing the class-specific component of human faces.

---

**Table 2.5:** Pruned Feature Pools. The table summarises different layouts of Haar-like classifier pools as they were applied to different detection problems. The last row shows the feature pool used in this work. (The data shown refers to a selection of publications detailed in the references: Haar [87], Oren et al. [149], Mohan et al. [142], Bahlmann et al. [8], Viola and Jones [212], Lienhart et al. [126], Kölsch and Turk [111], Menezes et al. [138], Barczak et al. [10]).
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Figure 2.11: Classification and Regression Trees. For illustration, two CART classifiers are depicted which are found most effective in disambiguating frontal African penguins from habitat clutter. The leaves of the tree contain the values $h \in [-1, 1]$ which reflect a tree’s possible classification verdicts. CART’s are non-linear classifiers. Note that different, XOR-related forms of the chest stripe are encoded (left tree, root and right leaf) covering different manifestations of feature width.

Vazirani [105] in 1988 and later formalised by Schapire [178] and Freund [67] in a concept termed boosting. AdaBoost [68], the specific form employed, iteratively seeks linearly to combine tree outputs $h_t$ into a single, precise rule $H$ for predicting the class membership:

\[
(\text{STRONG, BOOSTED CLASSIFIER})
\]

\[
H(I_j) = \begin{cases} 
1 & \sum_t h_t(I_j) \geq \beta \\
0 & \text{elsewise.}
\end{cases}
\]  

(2.13)

where $\beta$ is a data-dependent bias [126]. A ‘gentle’ version of AdaBoost which constructs this classifier is outlined in Algorithm 2.1. Note the iterative nature of the classifier construction: the algorithm pursues a stepwise assembly of $H$ by progressively selecting well performing weak classifiers $h_t$ that complement each other [70]. The procedure has been shown to minimise an exponential error functional $Err$:

\[
(\text{ADABOOST ERROR FUNCTIONAL})
\]

\[
Err = \sum_j e^{-y_jH(I_j)}
\]  

(2.14)

An account for the correlation between features is especially relevant in highly ordered structures such as Turing patterns. The algorithm implements the strategy using a weight $w_j$ for each sample $I_j$ that reflects previous classification success. After each round of selecting a classifier $h_t$, all weights $w_j$ are decreased where the chosen weak rule $h_t$ classifies the sample $I_j$ correctly. While this strategy focuses on learning ‘difficult’ samples and eliminates overcounting due to dependencies, it is relatively sensitive to false labellings.
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**input:** cascade depth $M$, training set \( \{(I_1,y_1), ... , (I_j,y_j), ... , (I_n,y_n)\} \) where \( I_j \in \mathbb{R}^n \), \( y_j \in \{-1,1\} \)

**output:** classifier \( H \)

**variables:** weights \( w_j \in \mathbb{R} \)

**step 1.** initialise weights
\[
w_j = 1/n
\]

**step 2.** construct weak classifiers \( h_t \)
repeat for \( t = 1, ..., M \)

fit CART tree \( h_t \) via weighted least squares, minimising \( \sum_j w_j (h_t(I_j) - y_j)^2 \)

adjust weights: \( w_j = w_j e^{h_t(-y_j)} \)

normalise weights: \( w_j = \frac{w_j}{\sum_j w_j} \)

**step 3.** assemble strong classifier
\[
H = \begin{cases} 
1 & \sum_t h_t \geq \beta \\
0 & \text{elsewise}
\end{cases}
\]

Algorithm 2.1: **Gentle AdaBoost.** Pseudo-code of the algorithm used where \( \beta \) is calculated according to work by Lienhart et al. [126].

Amongst other sub-algorithms listed in Table 2.6, Gentle AdaBoost [70] is chosen for the task at hand to balance this sensitivity by bounding the increase of sample weights per learning step. It will be shown later that, for learning coat patterns, Gentle Adaboost outperforms binary valued and logistically constructed derivatives of AdaBoost.

<table>
<thead>
<tr>
<th>Sub-algorithm</th>
<th>( h_t )</th>
<th>Special Feature</th>
</tr>
</thead>
<tbody>
<tr>
<td>AdaBoost.M1 [178]</td>
<td>binary</td>
<td>greedy combination of weak rules, originally formulated over sets</td>
</tr>
<tr>
<td>Discrete AdaBoost [67]</td>
<td>binary</td>
<td>standard approach using binary weak classifiers</td>
</tr>
<tr>
<td>AsymBoost [211]</td>
<td>binary</td>
<td>asymmetrical weighting function applied to samples</td>
</tr>
<tr>
<td>LogitBoost [67]</td>
<td>binary</td>
<td>logistical weighting function applied to samples</td>
</tr>
<tr>
<td>Real AdaBoost [179]</td>
<td>real</td>
<td>introduction of real-valued weak classifiers</td>
</tr>
<tr>
<td>Gentle AdaBoost [70]</td>
<td>real</td>
<td>linear weighting function balances outlier importance</td>
</tr>
<tr>
<td>FloatBoost [223]</td>
<td>real</td>
<td>rejection of ineffective learning steps</td>
</tr>
<tr>
<td>Modest AdaBoost [209]</td>
<td>real</td>
<td>favour generalisation over training success</td>
</tr>
</tbody>
</table>

Table 2.6: **Derivatives of AdaBoost.** The table lists commonly used derivatives of the AdaBoost algorithm together with their characteristic feature.

In order to avoid an expensive evaluation of all weak classifiers \( h_j \) at once, Viola and Jones finally suggest the decision process be arranged in an ‘attentional cascade’, that is a sequence \( H_1, H_2, ..., H_i, ..., H_n \) of boosted classifiers where each stage consists of a small number of CART classifiers \( h_j \) as schematically visualised in Figure 2.12(a).
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Figure 2.12: **Structure and Speed-up Effect of Attentional Cascades.** Tree classifiers are bundled into stages and evaluated in a sequence where an early rejection of detection windows allows fast evaluation with only a minor increase in false rejections. (a) schematic overview of an attentional cascade; (b) visualisation of the significance of early pruning. Rectangles indicate the areas that pass the entire cascade after 1, 3, 5 and 9 stages of the cascade.

For each location $x$ and scale $s$, the overall decision $H_\omega(x, s)$ with regard to an object class $\omega$ is progressively evaluated, passing the sample from stage to stage. The strategy focusses computational resources on the most promising image regions and, by trading some false negatives for speed, it allows for a very fast decision procedure.

Clearly, for the task at hand the strength of the technique lies in combining this capability of fast decision (during online operation) with a greedy, yet efficient search in a very large feature space (during offline training). The extensive search during training shifts further computational effort away from the actual detection, allowing for realtime processing.

In the literature, AdaBoost’s impressive generalisation performance on novel data has been confirmed experimentally in a multitude of domains \[8, 111, 211, 212, 213\]. In this thesis, it will be shown by experiment that AdaBoost can be used to generalise successfully over large animal populations, accounting for natural variation and a substantial extent of deformation and view point change.

Previously, the technique has been applied to detecting various other object classes in artificial environments. Successful applications include systems to detect human faces \[211, 212\], hands \[111\], pedestrians \[213\] and street signs \[8\].

However, the Viola-Jones framework in the reviewed form exhibits a number of significant drawbacks for the application at hand, including poor localisation in space, vast
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labelling efforts and high sensitivity to wide-ranging deformations, be that a substantial change in view aspect (e.g. frontal to profile) or intra-object deformation (e.g. change of body proportions). In Chapter 3 and Chapter 4, approaches will be discussed on how to overcome some of these challenges. They will include ways to customise and extend the framework for extracting point locations (instead of patches) on animal coats, aiming for better localisation and performance. Multiple points will then be used to reconstruct approximately the object area of interest, overcoming the limitation of mere ‘bounding box’ detections. A model for capturing the shape of such multi-component configurations relies on methods of structural representation which will be reviewed in the section following.

2.4.5 Structural Object Recognition: Defining Spatial Relations

So far, this review has focussed on modelling single entities. However, class-dependent information is also locked in the configuration of an entity’s sub- and superstructure. Structural recognition adopts this hierarchical perspective where an object class, e.g. an animal species, is viewed as being composed of components, e.g. body parts or regions, which are themselves built from yet simpler subelements [101].

Several suggestions have been made towards the modelling of relationships between different levels of a structural hierarchy:

2D Graphs. Partially or fully connected graphs are traditionally used to model relationships (the graph’s edges) between components (the graph’s vertices). The concept of ‘pictorial structures’, published by Fischler and Elschlager [62] in the 1970’s, is widely considered the origin of graph-based object representation. The technique employs graphs to represent rigid connectivity properties between object-components in skeleton-like representations. Recent work by Felsenszwalb and Huttenlocher [60] has led to a renaissance of the topic realising its potential as a formal, statistical framework for fitting graphs with vertices $v_i \in V$ to image locations $l_i \in L$ coinciding with corresponding semantics. Pictorial structures $L^*$ are fit by minimising an a-posteriori function in pose space:

(FITTING PICTORIAL STRUCTURES)

$$L^* = \arg \min_{l_i \in L} \left( \sum_{v_i \in V} m_i(l_i) + \sum_{(v_j,v_k) \in V} d_{jk}(l_j,l_k) \right)$$  \hspace{1cm} (2.15)

where $m_i$ estimates the likelihood-based cost of locating feature $v_i$ at location $l_i$, and $d_{jk}(l_j,l_k)$ represents some deformation cost for pairs of vertices.
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Duc et al. [52] and Smeraldi and Bigun [189] apply a similar concept of graph representation to identifying facial landmarks, modelling their spatial arrangement in a graph-based architecture where likelihoods of primitives are represented by Gabor coefficients [72]. Focussing on architectural aspects, Lades et al. [118] describe a similar, also graph-based system for relating structural components.

The topology and rigid geometrical arrangement of object components can often be represented by a (usually star-shaped) skeleton. In this case, dynamic programming [4] provides an very efficient way of evaluating Eq. (2.15). However, describing the specifics of complex deformations – as occurring in organic surfaces where vertex positions are locked in specific, often elastic interdependency – requires additional model structures.

**Active Appearance Models.** The revolutionising concept of ‘active appearance models’, introduced by Cootes et al. [36] in 1998, attempts solving the task by iteratively fitting a flexible, landmark-based shape generated from sample sets as a PCA-based description of the variances from a mean shape. A major drawback of the technique is, however, the need for an appropriate shape initialisation.

**Tesselations.** Recent works by Felsenszwalb [58, 59] suggest triangulating the vertex network of graphs to achieve a regularisation. Minimising the deformation cost over the simplices (triangles) of the tesselation is then used for fitting the graph model to the observation data by structured search in pose space.

**Splines.** Modelling organic deformations demands, however, more domain-specific constraints. Given a sparse pairing \( (x_i, y_i) \in R^2 \), \( v_i \in R^2 \) between model points and observations, splines provide a framework for modelling deformations\(^{19}\) by representing a physically motivated, dense transform that maps the given pairs \( (x_i, v_i) \) accurately onto each other. Minimising the bending energy \( \int_P \left( \frac{\partial^2 f}{\partial x^2} + \frac{\partial^2 f}{\partial x \partial y} + \frac{\partial^2 f}{\partial y^2} \right) \partial x \partial y \) of a surface, for instance, yields the model of thin plate splines [49] that simulates elastically bent metal. The quality of fit for a pairing \( (x_i, y_i) \) is simply given by the metallic bending energy of the optimally aligned spline surface found. In the biometric domain Chen et al. [32] use thin plate splines for describing pressure-induced fingerprint deformations employing stored and

---

\(^{19}\)The very term ‘spline’ is derived from a long, narrow and thin strip of wood originally used for vessel building in shipyards. In turn, the mathematical entities model ‘bending behaviour’ under forced deformation.
measured minutae as reference pairs \((x_i, v_i)\). While surface properties can be explained well by splines, self-occlusions and perspective deformations demand a true 3D representation.

**3D Models.** 3D object models can be used to predict perspective transforms as well as singularities such as self-occlusions even for cases where the common assumption of homography fails. The use of rigid 3D models, reviewed in detail by Basri [12] and Basri and Moses [13], in conjunction with a camera model is common practice for modelling the changing relation of object landmarks with regard to pose. However, some work has also looked into approximating changing/deformable objects by rigid geometries.

*Everingham and Zisserman* [56] suggest using projections of a rigid, textured 3D hyper-ellipsoid to generate 2D views of heads for the training of pose-indexed trees of patch classifiers. An strategically similar approach is taken by *Ozuysal et al.* [150] who model objects by approximating the geometry of features also as sitting on a hyper-ellipsoid.

Both approaches synthesise (or ‘harvest’, as Ozuysal puts it) sets of dense, 2D texture data with the help of sparse 3D geometry models (*generative step*) and then use large sets of reproduced 2D data for the training of object classifiers (*discriminative step*).

**Physically Inspired Models.** Several attempts in the graphics community aim at describing deformation by *physically accurate models* that simulate the interaction of underlying structure [7, 38]. Such models are rarely applicable for detection since they rely on knowledge about the forces involved and demand expensive inverse kinematic calculations. They can, however, be used for learning models of other forms which are more applicable to detection. For the task at hand, structural recognition is especially appealing because, in addition to classification, the approach provides a description of how the given pattern is assembled from primitives. While templates are often used as these primitives of the hierarchy this work will employ statistical detectors as elementary input\(^20\).

The following, last section of the review will focus on one particular physical model that, despite its formal simplicity, underpins the generation of *coat pattern textures* in a number of species. An analysis of the properties of the model will yield features that 1) support the uniqueness assumption which motivated the use of animal patterns as biometric entities, and that 2) can be exploited for designing more efficient and effective recognition techniques.

\(^{20}\)Structural decompositions can then be built on top of the elementary features to reveal cues about the location of 1) the biometric entity, and 2) the animal’s pose.
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2.5.1 Auto-generative Patterns on a Compartmentalised Surface

Animal textures represent an evolving, self-organising structure. In the literature, the generation of these ordered patterns (originally described by Turing [201]) has been analysed and exploited for various purposes including natural [177, 202, 215] and artificial [218] pattern synthesis in graphics, physical/chemical simulations [181] as well as biological population descriptions and predator-prey-models [31] – to name only a few.

Despite these efforts, the employment of pattern properties for the purpose of visual recognition, that is using structural knowledge gained from the formation domain to aid decisions in the recognition domain, has not been outlined explicitly as yet.

In this section it will be shown that the patterns generated by Turing systems carry a number of different structural and spectral properties which are suitable for the visual representation of species as well as individuals.

First, a generative model that deterministically describes Turing patterns is formally introduced. Let an animal surface be modelled as a discrete\(^{21}\) 2D manifold \(X = \{x\}\), a domain assembled from compartments specified by locations \(x = [x_1, x_2]\). Let the surface be observed through (discrete) time \(t\) and let it carry \(m\) different morphogene substrates, say \(A, B, C\) and so forth, which are distributed over the surface with variable concentrations, say \(a, b, c\), respectively. The latter may be interpreted as representations of the intensity of skin colouration. Figure 2.13(a) schematically illustrates the concept of concentration-dependent surface colouration on a compartmentalised 2D system modelling skin with cellular division.

2.5.2 Reaction-Diffusion

The described system may be interpreted as a discrete, spatiotemporal image function \(I(x, t) : \mathbb{R}^3 \rightarrow \mathbb{R}^m\) that maps from a position \(x\) on the surface and a time \(t\) of observation to a vector of local concentrations: \(I(x, t) = I([x_1, x_2], t) = [a(x, t), b(x, t), c(x, t), ...]\).

After an initialisation with \(I_0 = I(x, 0)\) the further temporal development, that is the dynamics of the system, are modelled deterministically by combining the effects of two qualitatively different processes.

\(^{21}\)The use of a discrete model does not affect the generality of the concept – results derived from a sufficiently dense model predict well the phenomena observable in real chemical, continuous systems. In fact, the cellular structure of skin suggests that a compartmentalised model is a reasonable choice.
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**Diffusion:** Substances at a certain spatial position $x$ diffuse into adjacent spaces of lower concentration with substance-specific rates formally expressed by a diagonal matrix $D$ of diffusion coefficients, that is $d_a$ and $d_b$ in a 2D system. According to *Fick’s Second Law* [61] applicable to continually changing state diffusion, the temporal change of concentration $\frac{dI}{dt}$ can be described by the spatial Laplacian of concentrations weighted by the diffusion coefficients. For a 2-substance system this diffusion model yields:

$$
\frac{dI}{dt} = D \nabla^2 I
$$

(2.16)

where the del operator $\nabla$ denotes the spatial image gradient.

**Reaction:** In addition, substances may locally react with each other and thereby progressively change the balance of their concentration according to fixed reaction kinetics expressed by a function $f(I) : \mathbb{R}^m \rightarrow \mathbb{R}^m$ that maps from the current configuration of concentrations to the predicted change of these concentrations after a reaction step.

The two processes are considered simultaneously to influence the substance concentrations as schematically illustrated in Figure 2.13(b) for the neighbourhood of a single spatial compartment at position $x$.

![Image of Reaction-Diffusion Model](image)

Figure 2.13: **Reaction-Diffusion Model.** (a) Multiple spatial elements $x$ (shown as cuboids representing skin cells) form a 2D surface patch $X$ that models skin where local colouration is induced by high/low concentrations $a_x$ of morphogene $A$ (visualised as cyan spheres). (b) Schematic activity sketch for a 2-chemical-system depicting simultaneous reaction and diffusion around a single spatial element $x$ causing an ongoing adaptation of the local concentrations of the morphogenes $A$ and $B$.

---

22See Appendix B.1 for a detailed method of deriving the reaction kinetics from (real) chemical equations employing *The Law of Mass Action* [61].
2.5. Generative Model of Animal Coat Patterns

The resulting dynamical system can be compactly described by a partial differential equation (PDE) that explains the rates of local concentration change as the accumulated effects of both reaction and diffusion:

\[
\frac{\partial I}{\partial t} = f(I) + D \Delta I
\]

(2.17)

For reasons of simplicity, systems with only two substances \(a\) and \(b\) are considered for further discussion. They carry all properties necessary for modelling the pattern generation of interest. A general, normalised and non-dimensionalised form\(^{23}\) of equation (2.17) for a system of such two substances may, after Murray\(^{147}\), be written as follows:

\[
\begin{pmatrix}
  a_t \\
  b_t
\end{pmatrix} = \gamma \begin{pmatrix}
  f_a(a, b) \\
  f_b(a, b)
\end{pmatrix} + \begin{pmatrix}
  1 & 0 \\
  0 & \delta
\end{pmatrix} \begin{pmatrix}
  \Delta a \\
  \Delta b
\end{pmatrix}
\]

(2.18)

where \(a_t\) and \(b_t\) are the rates of concentration change for either substrate, \(\gamma\) is a scaling parameter that determines the size \(s\) of the domain by adapting the relative strength of reaction and diffusion (and thereby virtually scaling the domain), \(\delta = \frac{D_b}{D_a}\) is the ratio of the involved diffusion coefficients and \(f_a, f_b\) represent the reaction kinetics separated for each of the substances. Thus, the complete 2-substance system can be described by a model \(\mathcal{M} = (X, I_0, f_a, f_b, \delta, \gamma)\) containing a manifold \(X\), an initial distribution \(I_0\) of concentrations, the kinetics \(f_a, f_b\), the diffusion ratio \(\delta\) and the scaling parameter \(\gamma\).

The kinetics \(f_a\) and \(f_b\) establish a 2D vector-field \(V(a, b) = [f_a, f_b]^T\). In the absence of diffusion, a steady state exists within the field at a location indicated by a zero-crossing of the norm of the state vector \([f_a, f_b]^T\). Depending on the local form of \(V\), extrema may constitute a sink, a source, a saddle point, an isolated point or even a part of isolated curves such as stable orbits. Focussing on the long term development of the system \(t \to \infty\), sinks guarantee convergence towards \([f_a, f_b]^T \to [0, 0]^T\). Table 2.7 provides reaction kinetics (with one or more sinks) commonly used for the synthesis of Turing patterns.

\(^{23}\)Surprisingly the overwhelming majority of real animal coat patterns are reproducible with two-chemical systems or combinations/iterations of such\[177, 202, 215].

\(^{24}\)For an in-depth discussion of the transformation between the standard reaction-diffusion Eq. 2.17 and the form as given in Eq. 2.18 see work by Murray [146, 147].
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<table>
<thead>
<tr>
<th>Gierer-Meinhardt (1972) [78]</th>
<th>( f_a = k_1 a^2 b^{-1} - k_2 a )</th>
<th>( f_b = k_3 a^2 - k_4 b )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thomas (1975/76) [196]</td>
<td>( f_a = k_1 - a - \frac{k_2 a b}{1 + a + k_3 a^2} )</td>
<td>( f_a = k_4 (k_5 - b) - \frac{k_2 a b}{1 + a + k_3 a^2} )</td>
</tr>
<tr>
<td>Schnakenberg (1979) [182]</td>
<td>( f_a = k_1 (a^2 b + k_2 - a) )</td>
<td>( f_a = k_1 (k_3 - a^2 b) )</td>
</tr>
<tr>
<td>Gray-Scott (1985) [81]</td>
<td>( f_a = k_1 (1 - a) + a b^2 )</td>
<td>( f_b = b (k_1 + k_2) - a b^2 )</td>
</tr>
<tr>
<td>Generic Activator-Inhibitor</td>
<td>( f_a = \frac{k_1 a^2}{b} - k_2 a + k_1 k_3 )</td>
<td>( f_b = k_4 a^2 - k_5 b + k_6 )</td>
</tr>
</tbody>
</table>

Table 2.7: Specific Reaction Kinetics. Selection of reaction systems that may contain sinks. Their governing kinetic equations are given and free parameters are represented by \( k_1, k_2, \ldots, k_n \).

2.5.3 Where Patterns Emerge: The Turing Space

Diffusion is generally considered an equalising process. Yet, in co-occurrence with converging reactions it can locally counterbalance the sink effect of an attracting steady state. This regionally induced reduction of entropy can break the homogeneity of a system and amplify even infinitesimal small local differences in concentration towards persistent, non-constant pattern themes. First spotted by Turing [201], the phenomenon is known as diffusion-driven instability and can cause the evolution of non-trivial, spatial patterns from almost (but not totally) constant initial conditions. Experimental results in Figure 2.14 illustrate this formation of structure from randomness on a time series of evolving morphogene distributions.

Figure 2.14: Simulated Evolution of a Reaction-Diffusion System. The above time series depicts simulation results of an evolving Reaction-Diffusion system on a closed, 128 \( \times \) 128 domain using the generic activator-inhibitor kinetics given in Table 2.7. The morphogene populations \( A \) and \( B \) are visualised in the two top rows while the lower row shows the central area of the power spectrum. Note the transition from a initialisation \( I_0 \) (at step 1) of Gaussian noise to a configuration of stable, approximately equally sized spots far away from a thermodynamical equilibrium. A system-specific frequency \( f \) and its harmonics become apparent as concentric rings in the Fourier spectrum. (parameters used for the simulation: \( \gamma = 1, \delta = 10, k_1 = 0.05, k_2 = 0.045, k_3 = k_6 = 0, k_4 = 0.0004, k_5 = 0.2 \))

Not all parameterisations lead to emerging structure as in the case depicted. Non-trivial patterns may evolve on the domain \( I \) if and only if 1) the system converges for \( t \rightarrow \infty \) towards a steady state in the absence of diffusion and 2) diverges in its presence [146, 147]. These constraints define a compact subspace within the domain of free parameters – the
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Turing Space\textsuperscript{25}. The borders of the Turing Space can be quantitatively estimated utilising linear stability analysis as exercised by Murray [146, 147]. The process yields inequalities on the free parameters allowing for non-trivial pattern formation:

\begin{equation}
\text{tr}(B) < 0, \quad |B| > 0, \quad F > 0, \quad F^2 - 4\delta \cdot |B| > 0
\end{equation}

where \( B = \begin{bmatrix} \frac{df_a}{da} & \frac{df_a}{db} \\ \frac{df_b}{da} & \frac{df_b}{db} \end{bmatrix} \) and \( F = \delta \frac{df_a}{da} + \frac{df_b}{db} \).

By applying these inequalities at the steady state, limitations are imposed on the parameter \( \delta \) and on the reaction parameters \( k_i \) of the kinetic functions \( f_a \) and \( f_b \). The resulting inequalities circumscribe the Turing Space. Figure 2.15 depicts an experimental result plotting the concentration of one morphogene population of an evolved system against changing parameters \((k_1, k_2)\) where the Turing Space becomes prominently visible as a sickle-shaped, patterned area between homogeneous regions of either high or low concentration.

![The Turing Space](image.png)

Figure 2.15: **Visualisation of the Turing Space.** The image on the right visualises locally occurring patterns superimposed on the pattern-supporting subspace (Turing Space) of the parameter space. Other Reaction-Diffusion systems produce similar patterns. On the left, several pattern classes are identified and associated with biological, structurally similar instances. The visualised system is calculated over 5,000 iterations using the Gray-Scott kinetics and a diffusion ratio of \( \delta=4 \).

\textsuperscript{25}Some sources use the equivalent term ‘Turing Set’ highlighting that it constitutes a ‘true subset’ of the set of possible parameter combinations.
2.5.4 Selective Spectral Amplification

Turing patterns exhibit a remarkable spectral property: in the idealised case of fully evolved patterns, that is for \( t \to \infty \) and a generation on a simplistic manifold (e.g. on a sphere), a single band of dominant spatial pattern frequencies \( f = R/\lambda \) is amplified in Turing patterns where \( R \) is the image resolution (per dimension) and \( \lambda \) is the dominant (wave)length inherent to elements of the pattern. Consequently, the power spectrum – shown in lower row of Figure 2.14 – exhibits rings\(^{26}\) that represent this frequency band \( f \) and its harmonics.

Using the dispersion relation\(^ {27}\) of the Turing model (see Murray [147, p.103ff] for details), the band of frequencies \( f \) can be approximated quantitatively as:

\[
\frac{\gamma L_1}{8\delta \pi^2} < f^2 < \frac{\gamma L_2}{8\delta \pi^2} \quad \text{where} \quad L_{1/2} = F \pm \sqrt{F^2 - 4\delta|B|}. \tag{2.20}
\]

\( L_1 \) and \( L_2 \) represent the two zero crossings of the quadratic dispersion relation which constitute the boundaries of the amplified waveband\(^ {28}\). Thus, assuming a single Turing system is causing the coat pattern development in animals, deviations from the dominant band over different body regions (e.g. deviations from an equidistant striping in zebras) are due to other factors including complex topology or disproportionate growth after pattern fixation (see Figure 2.16).

![Figure 2.16: Growth-related Causes of Pattern Differences in two Species of Zebra.](image)

The body size at pattern creation determines the pattern frequency exhibited in later life (early laydown induces lower frequency due to extended growth). Disproportionate growth promotes locally variable pattern frequencies. Regions at body junctions during lay down (red) and anisotropic scale changes during growth (yellow) exhibit highly variable patterns compared to regions of relatively homogenous growth (blue). [images based on work by Murray [147]]

---

\(^{26}\)In general: The Fourier spectrum exhibits circular segments allowing for anisotropic patterns. Additional natural factors involved (projections, forces, drag etc.) may also cause the formation of elliptical patterns.

\(^{27}\)A relation linking a spatial (here: domain size) and temporal (here: amplification rate of mode) quantity is known as a dispersion relation. In physics, it also represents a relation between energy and momentum.

\(^{28}\)Note that wavenumbers \( k = 2\pi f \) on finite domains \( I \) (as they actually occur in animal coats) are discrete measures. Therefore, in the extreme case of a domain not large enough to carry a single, full waveform, there will be no pattern emerging from the system despite the criteria (2.19) being satisfied.
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2.5.5 Phase Singularities

Apart from a system-specific configuration of frequency and orientation, Turing patterns also exhibit randomly positioned phase singularities\(^{29}\), that is configurations of local patterns which render the value of the local gradient direction indeterministic.

Overall, six classes of elementary singularities can be differentiated in Turing patterns, that is combinations of two different types and three categories illustrated in Figure 2.17.

![Figure 2.17: The Six Phase Singularities of Turing Patterns.](image)

Phase singularities in Turing patterns occur in areas of high morphogene concentration (H-type shown as white) and in areas of low concentration (L-type shown as black). Singularities are often accompanied by singularities of opposite type at a distance around the dominant frequency \(f\) (indicated as red discs). Three categories of singularities can be observed: 1) bifurcations where stripes fork, 2) terminations where lines end, and 3) isles where terminations have degenerated into a (symmetrical) spot.

On coat patterns, a number of regions (e.g. at body junctions) are more likely to develop phase singularities than others. Figure 2.18 illustrates a selection of regions where a local change of geometry or topology renders areas especially prone to disturbance. Similar to minutiae in fingerprints [151], the configuration of singularities contained in these regions – e.g. terminations and bifurcations in a zebra’s scapular stripes, a penguin’s chest spots – will be used compactly to capture the visual characteristics of an individual’s patterning. A small number of computer-aided, biometric animal identification systems already use specific types of singularities for the purpose of animal identification, e.g. spots in whales and sharks [6, 208]. However, the generic concept of using singularities to identify individual, Turing-patterned animals has neither been acknowledged nor exploited in the literature so far.

\(^{29}\)A phase singularity is mathematically defined here as a location of undefined/indeterministic gradient direction. Note that an integration of the gradient direction along a closed path around the singularity yields \(2n\pi, n \in N\). Morphologically, phase singularities resemble pixels of the skeletonised signal that do not have two neighbours.
2.6 Chapter Summary and Outlook

In this chapter a review of biometric and related recognition techniques has been presented, tracing the development of the subject from its ancient origins of manually inspected clay prints to state-of-the-art systems that aim for deformation robust, automatic identification. The design, components and performance measures used in automated biometric systems have been discussed and related to the raised problem of coat pattern identification.

The notion of biometrical entities, i.e. the very structures that carry individually unique features, took centre stage in the argument. It has been outlined that a uniqueness property on its own is insufficient for linking a pattern to the identity of an individual – at least, entities must also be species-universal, permanent, measurable and comparable.

Furthermore, it has been argued in this chapter that biometrics on non-human subjects are, despite a scientific need for their development, largely under-researched. The few existing, computer-aided wildlife identification systems have been reviewed and critically discussed. It has been concluded that the main drawback of existing systems is the lack of identification robustness and the time-consuming, human involvement during the recognition process. In particular, current systems demand the user 1) to collect the visual data, 2) to find and register the species in the images taken, 3) to normalise entities to some extent manually, and 4) to finally screen the machine-produced matching results.

Figure 2.18: Geometry and Topology-related Causes of Singularities. The regional extent of singularity occurrence is correlated with the geometrical/topological configuration of the animal surface. (a) Changing local topology (e.g. at scapular stripes of zebras), (b) anisotropic growth (e.g. central body region at the embryonic bend), and (c) strongly changing domain size (e.g. between tail and body) trigger locally amplified pattern disturbances that result in singularities. These pattern areas are suboptimal to be used for species detection and ideal for individual identification.
In the following parts of this thesis it will be shown that these tasks can be automated. A proof of concept will be given by putting forward and evaluating a hybrid vision framework that takes advantage of the reviewed visual properties of Turing patterns. More specifically, the configuration of phase singularities is inherently linked to a specific initialisation of a Turing system. Therefore, they will be used as an integral ingredient for differentiating between different individuals. On the other hand, pattern properties which are independent from the initialisation and evolution of a Turing system hold species-characteristic information, i.e. the type of pattern elements (e.g. spot or stripe), the dominant local scale, and the orientation of pattern elements.

In Chapter 3 Haar-like features are used to approximate elementary pattern elements (e.g. spot and line features). Boosting is then utilised to learn the scale, orientation and relative alignment of multiple Haar-like features to characterise a species’ appearance. The chapter will explore in how far detectors built on these grounds can be used to find key surface points on animals given multi-view recognition in unseen, largely unconstrained imagery. Chapter 4 suggests a structural recognition approach for grouping key points and for associating them to individual animals as well as for extracting and perspective-correcting the biometric texture of interest by posing surface models in the scene.

Chapter 5 finally deals with individual animal identification. It proposes robust methods for the extraction of phase singularities and for the matching their configuration. In conclusion of the chapter the final results of applying the system described to detection tasks in a real animal populations will be discussed.
Chapter 3

APPEARANCE-BASED SPECIES DETECTION

‘A representation is a formal system making explicit certain entities or types of information, together with a specification of how the system does this.’ [134]

(David Marr, 1945 - 1980)

3.1 Chapter Overview

The following chapter focusses on the first subtask of the proposed ‘locate-pose-identify’ paradigm: it is concerned with representing and rapidly detecting a species. The approach proposed captures a species by estimating locations of key reference points strategically spread over their coat pattern. Each of these points is characterised by the surrounding image structure and learned from sample images complemented by local gradient features for fine localisation. The neighbourhood classifiers operate in a Haar-like feature space since dimensions of this domain approximate macro-elements of Turing-like patterns.

For implementation, the framework by Viola and Jones [212] is expanded to a perspective guided point-surround descriptor, providing for close-to-realtime recognition of multiple key points. The effectiveness and efficiency\(^1\) of the method is quantified and critically discussed for the task of single and multi-pose species detection in natural scenes that contain deformation, clutter, lighting changes as well as intra-species resemblance.

In addition, the effect of Turing patterning on the technique’s performance is documented. Throughout the chapter, to underline a generic suitability of the approach, the analysis focusses on three species of very different genus and appearance, namely plains zebras, African penguins and lions\(^2\).

---

\(^1\)The term ‘effectiveness’ is used to indicate the need for high detection robustness, while the term ‘efficiency’ refers to the need for a fast and sparse classifiers. The latter is of particular importance to avoid buffering potentially weeks worth of high-resolution media streams created by environmental cameras.

\(^2\)Scientific species names of the animals analysed are *Equus burchellii*, *Spheniscus demersus*, *Panthera leo*. 
3.2 Species-characteristic Key Points on Coat Patterns

3.2.1 Object Description via Clouds of Annotated Points

The human visual system can often reconstruct the presence and pose of a species from a few locally confined texture patches and their spatial arrangement – as visualised in Figure 3.1(a) – where missing data is substituted with a-priori knowledge about the species and body pose consistent with the observation. Note that, as illustrated in Figure 3.1(b), only the combination of both local components and their global structure define the object.

Sparse patch descriptions can, neglecting pose information encoded in local features, be interpreted as a shape of class-annotated reference locations (see Figure 3.1(c)). Following this modelling concept, the semantics of single points in the cloud are defined by visual information on: 1) the location within the point cloud, 2) the motion properties of points, and 3) the local visual context of points. This chapter deals with exploiting the last.

As indicated in Figure 3.1(d), the context used for description will be widened beyond strictly local information since distant features support the recognition process. They often carry important, class-defining characteristics. In further contrast to prototypical local descriptors [130, 161], salient [144] or interest points [180], semantic key points represent

![Figure 3.1: Localised Semantics.](image-url)
location information valid for an *entire class of variable objects*, i.e. a species.

In fact, most species carry visual features that exhibit properties universal to the population. Species-typical landmarks are often related to specific organs\(^3\) (e.g. eyes, nose etc.) or topological body junctions (e.g. base of the leg). In coat patterned animals, there exist additional, purely textural\(^4\) landmarks that are also idiosyncratic of the species. Figure 3.2 illustrates a selection of species-typical landmarks (labelled in blue).

![Figure 3.2: Landmarks and Key Points on Animal Surfaces.](image)

Figure 3.2: **Landmarks and Key Points on Animal Surfaces.** Facial features of lions, the chest band of African penguins and the central hindquarter stripe on zebra coats (all marked in blue) are examples of species-typical, visual landmarks that occur on all members of the population. A selection of key points linked to the edges of these landmarks are visualised in red. [original images: I10, I01, I02]

Distinctive reference points (exemplified in red) associated to these contrast landmarks are proposed to serve as a set of appearance-based anchors for species modelling. They will be referred to as *semantic key points*. A chosen set of key points should – ideally – exhibit the five properties\(^5\) summarised in Table 3.1. Compliance with the five features portrayed

<table>
<thead>
<tr>
<th>Property</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>universality</td>
<td>the key points can be found on all species members</td>
</tr>
<tr>
<td>stationarity</td>
<td>key points provide a stable, absolute reference on the animal surface</td>
</tr>
<tr>
<td>localisability</td>
<td>truly local image information exists that allows for pinpointing key points</td>
</tr>
<tr>
<td>distinctiveness</td>
<td>key points can be disambiguated robustly from other content by their context</td>
</tr>
<tr>
<td>surface coverage</td>
<td>key points are distributed sufficiently dense to probe the surface area of interest</td>
</tr>
</tbody>
</table>

Table 3.1: **Proposed Properties of an Ideal Set of Semantic Key Points.**

\(^3\) Note that locations of the eyes, eyebrows, nose and mouth are traditionally employed in component-based, human facial recognition systems [97] or as reference shapes in active appearance models [36].

\(^4\) A generation of species-wide similar Turing patterns is a genetically controlled procedure. Exact, generative reaction-diffusion models of this process exist, for instance, for a number of butterflies [147,p.161].

\(^5\) Describing interest points, Schmid et al. [180] split the property ‘distinctiveness’ into *repeatability of detection* and *entropy of representation*. Classification processes, however, interlink the two properties.
transforms a set of ‘ordinary’ surface locations into class-specific, sparse landmark points that clearly capture information on 1) the actual presence of species members in an image, on 2) the configuration\(^6\) of body parts, and on 3) an object-centred reference system, which helps relating individual pattern features in different individuals.

In essence, semantic key points capture a set of elementary locations on variable content combining sparse point representation [180] for a spatial description with the concept of component-based class representation [97] for a semantic description.

### 3.2.2 Selection of ‘Good’ Key Points

Before creating actual descriptors and detectors for key points, one needs to stipulate their locations on a species’ surface.

Traditionally, accurate point positioning is achieved by exploiting corner locations, which are defined by a significant signal change at the reference point in all signal dimensions [180]. Given the set \( \mathcal{X} \subseteq \mathbb{R}^2 \) of all signal locations, the change of the signal \( I \) at a particular position \( \mathbf{x} = [x_1, x_2]^T \in \mathcal{X} \) can be approximated by the eigenvalues \( \lambda_{1,2} \) of the signal’s autocorrelation matrix \( A \) over a small neighbourhood \( S \subseteq \mathcal{X} \) around \( \mathbf{x} \) [90]:

\[
(A_{U T O-C O R R E L A T I O N \ M A T R I X})
\]

\[
A = \begin{bmatrix}
\sum_{\mathbf{x} \in S} \frac{\partial^2 I}{\partial x_1^2} & \sum_{\mathbf{x} \in S} \frac{\partial^2 I}{\partial x_1 \partial x_2} \\
\sum_{\mathbf{x} \in S} \frac{\partial^2 I}{\partial x_1 \partial x_2} & \sum_{\mathbf{x} \in S} \frac{\partial^2 I}{\partial x_2^2}
\end{bmatrix}
\]

(3.1)

Two large eigenvalues \( (\lambda_{1,2} \gg 0) \) provide superior, full 2D localisation in the form of corners as, for instance, utilised in the detection systems by Harris [90], Förstner [64] or Shi and Tomasi [187].

Coat patterns exhibit strong changes of signal intensity, mainly for the provision of disruptive colouration [89, 47]. However, in most cases corners constitute phase singularities of the gradient’s tangent. Thus, the position of corners in Turing patterns is individually unique, that is neither universal nor stationary with respect to the species\(^7\). Figure 3.3 illustrates this variability of corner locations observed on upper chest patterns of African penguins. Thus, corner points do not contribute towards positional stability of reference points on a species’ surface. However, the corner constraint can be weakened to a basic edge

---

\(^6\)Note that for stationary key points, the relative location of fixed landmarks on the surface is, given a certain pose, also stable. Therefore, the relative configuration of (ideal) key points determines the pose.

\(^7\)See Section 2.5 for details.
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Figure 3.3: Variability of Corner Measures in Animal Coats. Images show the upper chest area of four different African penguins. Interest points (extracted using the Harris detector [90]) are superimposed on the two rightmost images. It can be seen that, comparing different animals, cornerness is not a characteristic feature of any specific pattern location.

criteria Λ seeking to stipulate key points along strong signal changes, which are present and for a number of features stable in all disruptive camouflage patterns of a population:

\[
(\Lambda = \max(\lambda_1, \lambda_2)) \gg 0
\]  

(3.2)

Key points from this candidate set are positioned to cover the body area of interest with a net of probing points. Figure 3.4 visualises the procedure of key point selection for the chest area of African penguins.

Figure 3.4: Key Point Selection. (a) a textured species model obtained by manual 3D modelling and backprojection of the texture from a real animal (stitching of several 2D images); (b) version of the texture, low-pass filtered at the dominant frequency of the chest band followed by optimal thresholding; (c) candidate map of strong gradient locations; (d) superimposition of 9 key points manually chosen to cover and approximate the chest area; (e) model texture with key points and candidate map;

None of the five conditions described in Table 3.1 is met fully when considering the variability of coat patterns in real animal populations. However, a gradient-confined candidate selection promotes a species-wide applicable fine localisation of key points in one spatial direction (that is along the gradients normal vector). The location in the remaining dimension is approximated from the surrounding image structure.
In order to produce a context descriptor in a robust yet compact fashion, the local signal neighbourhood needs to be confined in terms of its size and shape relative to the object, its resolution, and the form of its representation. Once these parameters are fixed, the aim is to learn class-distinctive, local context descriptors which determine a certain type of key point globally.

First, the question of appropriate sizes and proportions of contexts are investigated where the methodology proposed will be exemplified on a small set of specific key points acting as representative samples.

3.2.3 Class-dependent Neighbourhood Confinement

The appearance of coat patterns notably varies over a population, that is both the shape of the residing landmark as well as the appearance of structure in a wider context around a key point differ from individual to individual. Figure 3.5 illustrates this natural phenomenon of ‘intra-species variability’ in hindquarter patterns of a sample zebra population.

Despite the global variance present, a regional analysis of these patterns over a population shows that a specific landmark point is strongly correlated with local features while the variance aggravates with increasing distance\(^8\) to the reference. Figure 3.6(b) visualises the standard deviation of key-point-registered hindquarter patterns over a population of zebra. It can be seen that there is a rapid drop of correlation when moving away from the reference where only a few local stripe features are stable (dark colouration) with regard to

---

\(^8\)Proximity relations are commonly linked to structural and geometrical alterations (e.g. viewpoint change, pose change) as, for instance, modelled by Berg and Malik [22, 21] through the concept of ‘geometrical blur’, that is uncertainty which increases with the distance to the reference. For coat patterns, however, the texture itself exhibits proximity-dependent variability.
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Figure 3.6: *Confinement of the Neighbourhood Window.* (a) window components; (b) image variance function of zebra hindquarters calculated over a population of 200 and the stipulated neighbourhood window (blue) by using a bounding box circumscribing the class-specifically thresholded variance function; (c) 3D visualisation of the thresholding plane cutting the correlation functional.

...the key point (white block). This observation suggests bounding the object area used for the description of a key point to a *local region* potentially smaller than the object.

In order to quantify the confinement, a neighbourhood window \( W(x) \subseteq \mathcal{X} \) is introduced (marked in blue). It is defined by its key point location \( x \in W \), the relative position \( c \) of this point within the window \( W \) and the window size \( s \) (see Figure 3.6).

Using a representative image set \( \Psi_{pos} \) containing a species, centred at the key point and taken at approximately the same view aspect, the intra-population standard deviation \( \sigma(x) \) over contrast normalised versions of the images \( \Psi_{pos} \) is constructed as:

\[
\sigma(x) = \frac{1}{|\Psi_{pos}|} \sqrt{\sum_{I \in \Psi_{pos}} (I(x) - \mu(x))^2} \quad \text{where} \quad \mu(x) = \frac{1}{|\Psi_{pos}|} \sum_{I \in \Psi_{pos}} I(x).
\] (3.3)

Thresholding the function \( \sigma \) cuts out some compact region around the key point \( x \) (see Figure 3.6(b)) where the threshold value \( \varepsilon \) is chosen such that the cut area is connected and does not cover content outside the object. The bounding box circumscribing this region is used as a neighbourhood window whose structure will be exploited for learning and detecting a key point in cluttered environments. Thus, \( W \) is constructed on the basis of class-dependent\(^9\), sample-driven features. Figure 3.7 illustrates examples of neighbourhood windows.

3.2.4 Learning Key Points from Population Samples

Is possible to robustly identify key points using the information within the neighbourhood windows despite the high degree of intra-class variance and the presence of visual clutter.

\(^9\)Most systems that engage neighbourhood descriptions for classification purposes utilise either a constant \([161]\) or an image-dependent, yet class-independent window size for description, e.g. SIFT \([130]\).
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Figure 3.7: Neighbourhood Windows. Depicted are examples of key points (white blocks) and their associated neighbourhood windows (white rectangles) constructed using the method described where 200 images were used per species as positive samples. Coloured superimpositions show the cut section of the variance function $\sigma$ [measured in luminance values] within the neighbourhood window. Note that the window may cover the main area of the body (e.g. penguin) or only small fractions (e.g. zebra). In this context, notice that textural regions are found to be structurally stable even far away from the reference landmark, provided the features are either homogenous and large (penguin’s white chest) or rigidly connected (lion’s eyes). In Turing-patterned zebra coats, however, stable correlations are – as predicted by the Reaction-Diffusion model – confined to a local region around the reference. [wildlife images used for the experiment: I10, I01, I02]

in natural environments? According to the properties of Turing’s generation mechanism, coat patterns are predicted to contain a population-universal appearance component with regard to the local arrangement of the dominant 1) orientation, 2) feature types, and 3) size (i.e. spatial frequency) of pattern elements.

The learning task of extracting the species-characteristic pattern information, disambiguating it from clutter and the ‘noise’ of individual influences has to be solved before effective descriptors and detectors can be constructed. In particular, class-stable relations have to be discovered between the image space $\Psi$, covering the visual evidence, and the semantic space $\Omega$, containing the species-specific key point classes $\omega$ (see Figure 3.8).

Figure 3.8: An Abstract View on the Domains Linked by Supervised Learning Applied.
Clearly, the full domain $\Psi \times \Omega$ spanned by combinations of images $\{I\}$ and meanings $\{\omega\} \cup \{\tilde{\omega}\}$ (where $\tilde{\omega}$ represents clutter) is – as repeatedly acknowledged for most vision applications of practical relevance [157] – too large to be sampled exhaustively for the training of classifiers.

Supervised learning is employed, modelling a key point class $\omega$ by analysing comparatively small, yet representative sample sets containing some hundred or thousand (pre)classified images.

The necessary expert knowledge is then given in the form of annotation, that is spatial selection and subsequent classification into image sets $\Psi_{pos}$ and $\Psi_{neg}$ generated by manual annotation of image data.

In particular, the set $\Psi_{pos}$ contains hand-labelled image contexts registered at key points $\omega$. The images are taken from real-world populations (as shown earlier in Figure 3.5) where the neighbourhood window is scaled to normalise for different object sizes. The negative set $\Psi_{neg}$ covers randomly sampled patches of the natural habitat and neighbourhoods of other key points.

### 3.3 Local Description of Key Points

#### 3.3.1 Extensions to the Viola-Jones Framework

The Viola-Jones framework\(^\text{10}\) is utilised and extended to learn the species information contained in the sets $\Psi_{pos}$ and $\Psi_{neg}$. In contrast to the standard approach [126, 211, 212, 213], a number of modifications and extensions will be applied in order to tailor the technique to the problem of key point description and to reduce the impact of a number of major drawbacks including poor localisation properties of the detector.

Note that the detector will be used to extract appearance evidence in video using both a frame-by-frame analysis as well as a tracking framework.

Thus, the real-time capabilities of the Viola-Jones framework are essential for an efficient online-operation and can, therefore, not be compromised for the achievement of other detector features. Table 3.2 summarises the major modifications and extensions proposed.

\(^{10}\) The technique has been reviewed and motivated in detail earlier in Section 2.4.4.
In most applications of the Viola-Jones framework [126, 212, 211, 213] the bounding box of the object is used as the image patch to be learned. It will be demonstrated that modelling the neighbourhood of single key points, that is using the Viola-Jones classifier as a class-specific point-surround descriptor, improves the localisation performance with regard to a reference.

Instead of heuristically choosing the resolution [8, 111, 126] of the window used for training, it will be shown that the presence of a dominant spatial frequency band in Turing patterns can be exploited for estimating a suitable detector resolution.

It will be demonstrated that the introduction of perspective constraints can significantly reduce the sub-domain of the scale-location space processed during detection. Thus, both runtime speed as well as detection performance can be improved significantly.

Instead of hand-labelling all the thousands of samples necessary for a representative description of a pattern class, a form of supervised bootstrapping is proposed to reduce labelling efforts.

A real-valued, dense approximation of the appearance-based observation density is proposed instead of utilising binary classification outputs. This approach will provide the basis for integrating the technique with structural recognition.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Motivation/Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>point-surround description</td>
<td>In most applications of the Viola-Jones framework [126, 212, 211, 213] the bounding</td>
</tr>
<tr>
<td>(Section 3.2)</td>
<td>box of the object is used as the image patch to be learned. It will be demonstrated</td>
</tr>
<tr>
<td></td>
<td>that modelling the neighbourhood of single key points, that is using the Viola-Jones</td>
</tr>
<tr>
<td></td>
<td>classifier as a class-specific point-surround descriptor, improves the localisation</td>
</tr>
<tr>
<td></td>
<td>performance with regard to a reference.</td>
</tr>
<tr>
<td>resolution prediction</td>
<td>Instead of heuristically choosing the resolution [8, 111, 126] of the window used for</td>
</tr>
<tr>
<td>(Subsection 3.3.5)</td>
<td>training, it will be shown that the presence of a dominant spatial frequency band in</td>
</tr>
<tr>
<td></td>
<td>Turing patterns can be exploited for estimating a suitable detector resolution.</td>
</tr>
<tr>
<td>perspective constraints</td>
<td>It will be demonstrated that the introduction of perspective constraints can significantly</td>
</tr>
<tr>
<td>(Subsection 3.5.5)</td>
<td>reduce the sub-domain of the scale-location space processed during detection. Thus, both</td>
</tr>
<tr>
<td></td>
<td>runtime speed as well as detection performance can be improved significantly.</td>
</tr>
<tr>
<td>smart labelling</td>
<td>Instead of hand-labelling all the thousands of samples necessary for a representa-</td>
</tr>
<tr>
<td>(Subsection 3.3.2)</td>
<td>tive description of a pattern class, a form of supervised bootstrapping is proposed to</td>
</tr>
<tr>
<td></td>
<td>reduce labelling efforts.</td>
</tr>
<tr>
<td>dense belief maps</td>
<td>A real-valued, dense approximation of the appearance-based observation density is pro-</td>
</tr>
<tr>
<td>(Subsection 3.5.1)</td>
<td>posed instead of utilising binary classification outputs. This approach will provide</td>
</tr>
<tr>
<td></td>
<td>the basis for integrating the technique with structural recognition.</td>
</tr>
</tbody>
</table>

Table 3.2: Overview of Extensions/Modifications Applied to the Viola-Jones Detector.

3.3.2 Iterative Training via Supervised Bootstrapping

In order to avoid hand-labelling several thousand images for the creation of a sufficiently large set $\Psi_{pos}$ as a learning base, an iterative scheme is engaged that progressively improves premature classifiers by supervised bootstrapping\textsuperscript{11}. The method suggested replaces – at least for parts of the sample space – the need for manual labelling of neighbourhood windows by a simple flagging of misclassifications.

Initially, several hundred positive images $\Psi_{i=0}^{i=0} pos$ are manually produced in order to capture the main variance occurring in the image set, e.g. lighting situations and the broad spectrum of patterns. Training the system on $(\Psi_{pos}^{i}, \Psi_{neg}^{i})$ then yields a classifier $H_{i}$ which is (using the tracking extensions proposed in the next chapter) applied to a sequence $\Psi^{i}$ of several hundred novel images containing the species at some unknown image location. This classification

\textsuperscript{11}The term bootstrapping refers back to the German legend about Baron Münchhausen, who claimed to have lifted himself out of a swamp by pulling up his own boot straps [1]. In its current scientific meaning, the term is used for the prediction, construction or generation of a complex system or model from a more simple, yet given dataset. For the problem at hand, a small set of hand-labelled data $\Psi_{pos}^{i}$ is given together with a large set of unlabelled data $\Psi^{i}$. The task is to help producing a classifier by smartly exploiting – i.e. bootstrapping from – the pre-labelled set, i.e. to reduce manual labelling efforts.
process reveals two new sets of automatically classified images \( (\tilde{\Psi}^i_{pos}, \tilde{\Psi}^i_{neg}) \), resulting from the scale- and translation invariant detection on \( \Psi^i \). Manual viewing of \( \tilde{\Psi}^i_{pos} \) reveals\(^\text{12}\) the set of false positives \( \Psi^i_{mis} \subseteq \tilde{\Psi}^i_{pos} \) that is to be flagged in a next step (see Figure 3.9(b)).

This strategy is convenient for the user since the set of positive detections is relatively small, that is \( \tilde{\Psi}^i_{pos} \ll \tilde{\Psi}^i_{neg} \). In addition, the set of misclassifications generally decreases during further iterations and, hence, \( \tilde{\Psi}^i_{pos} \ll \tilde{\Psi}^{i+n}_{pos} \) is likely to hold for \( n \gg 0 \). Most importantly though, labour-intensive labelling can be replaced by simple flagging.

---

Figure 3.9: Iterative Training. (a) progressive cycles of 1) drawing novel samples, 2) performing classification based on present classifier, 3) supervised flagging of the resulting positive classifications, and 4) retraining the classifier on the novel training sets, steadily increases the classifier’s performance. (b) For flagging, multiple images can be viewed at once to increase the user’s efficiency in spotting false positives (exemplified on a side view detected as a frontal).

At the end of an iteration step, a new set of training samples is created as \((\Psi_{pos}^{i+1}, \Psi_{neg}^{i+1}) = (\Psi_{pos}^i \cup \Psi_{pos}^{i+1} \setminus \Psi_{mis}^{i+1}, \Psi_{neg}^i \cup \Psi_{mis}^i)\) which is utilised to produce a classifier \( H_{i+1} \) during the next learning loop. The process is stopped at \( i_{max} \) once the rate of misclassified positives, that is \( |\Psi_{mis}^i|/|\tilde{\Psi}_{pos}^i| \), falls below a user chosen threshold or no more samples are available for training. Figure 3.9(a) shows a schematic flow chart summarising the method.

The asymmetry produced by not screening \( \tilde{\Psi}_{neg}^i \) is tolerable since 1) the set \( \tilde{\Psi}_{neg}^i \) is not used for further training, 2) it is easy to produce a large initial set \( \Psi_{neg}^0 \) by random filming of clutter, and 3) the application to individual identification demands a low false positive rate, that is exclusively species members are to be detected, while a minor increase in the rate of

\(^{12}\)A detection is counted as successful if, and only if the detection was made not further away from a true landmark than 25% of the size of the neighbourhood window.
3.3. Local Description of Key Points

Figure 3.10: **Performance Improvements During Training.** The graph shows receiver operating characteristics (ROC) at different stages of the training process for penguin chests. The increasing difficulty of incorporating more and more samples causes a progressive drift of the performance curves away from the ideal (top-left) position in ROC space. The application to novel data induces a further drop in performance (dashed line). However, the overall performance of the classifier shows – despite an iterative classifier construction – a sufficiently high performance characteristic similar to common measures in human face detection [126]. For instance, at around 98% genuine acceptance rate the false acceptance rate is measured below $4 \times 10^{-5}$. [image source used for the experiment: I01]

false negatives (resulting in lower population coverage) is acceptable. Figure 3.10 quantifies and discusses the training performance at different stages of the learning process\(^\text{13}\).

### 3.3.3 Performance of Different AdaBoost Variants

The results of the learning procedure are crucially dependent on the choice of the boosting algorithm applied. Therefore, different variants of AdaBoost are tested and compared in order to optimise the disambiguation capabilities of the resulting classifiers.

---

\(^\text{13}\)Learning is conducted using luminance samples quantised at $8 \times 24$ pixels. Gentle AdaBoost and CART structures (limited to a depth of two branching levels) are used as the learning model. 600 positive samples are initially labelled and trained against negative image patches containing random parts of the habitat. The resulting classifier is progressively applied to detect penguins in videos. Two flagging iterations – covering 300 screenings of positive detections and re-training per round – are used as further supervision steps, yielding a total of 1200 positive samples. For estimating the classification performance on novel data, 3-fold cross-validation is applied: the 1200 images are partitioned into three sets. Classifiers are then trained over all pairs of partitions (i.e. over three sets of pairs containing 800 images each) where the retained set (of 400 images) is used for testing the performance. The average performance of the three classifiers on novel data is used for constructing a runtime characteristic (dashed line). Other forms of testing could be considered, however, holdout validation has a higher risk of containing a bias, while higher n-fold cross-validation is time consuming (estimated at $\approx 1.2 \cdot n$ hours of training/testing time).
Previously, Lienhart et al. [126] documented the superiority of Gentle AdaBoost over discrete and non-gentle boosters when disambiguating human faces from other content. Their findings are confirmed here for the animal patterns investigated. Figure 3.11(a) visualises the performance results for learning zebra hindquarters using different boosters.

![Figure 3.11: Booster Performance. (a) The receiver operating characteristic of different boosting algorithms generated by averaging over threefold cross-validation trained on the zebra hindquarters data. It can be seen that Gentle AdaBoost outperforms other variants tested. (b) The functions used to transform a posteriori measurements (abscissa) into weak classifier outputs $h_i$ (ordinate) are shown. Note that gentle boosting (dashed line) adopts a linear function - instead of a logistic relationship - by mapping the probabilistic interval $(0, 1)$ straight onto a weighting interval $(-1, 1)$. Limiting the trust in the data at the extremes of the spectrum results in a better generalisation compared with logistic characteristic (solid line).](image)

It can be seen that, at a constant genuine acceptance rate, Gentle AdaBoost outperforms the other boosters tested in reducing the false acceptance rate by an average of a factor of 5 as indicated by the green band.

As illustrated in Figure 3.11(b), a linear transfer function is used by Gentle AdaBoost for the generation of weak classifier values $h(I_j)$ from the a posteriori estimates $P(y_j = 1|h_1(I_j),...h_n(I_j))$ which are calculated over the training set, that is:

\[
(GENTLE, \text{LINEAR TRANSFER FUNCTION})
\]

\[
h(I_j) = 2P(y_j = 1|h_1(I_j),...h_n(I_j)) - 1
\]

where the $I_j$ represent samples, $y_j \in \{-1, 1\}$ holds the ground truth assigning the samples to either the negative or positive set, respectively, and the $h_i$ stand for the output of threshold classifiers of the CART used for testing. Gentle AdaBoost reduces the maximum impact of single weak classifiers compared to logistical transfer functions\footnote{For example, Real AdaBoost employs a logistical function $h(I_j) = \frac{1}{2} \ln \left( \frac{P(y_j = 1|h_1(I_j),...h_n(I_j))}{1 - P(y_j = 1|h_1(I_j),...h_n(I_j))} \right)$.} and, thus, avoids an overwhelming importance of any single CART classifier.
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Assuming the existence of isolated samples, that is instances containing rare features, the observed strength of Gentle AdaBoost can be explained by the resulting ‘gentle’ handling of strongly performing classifiers during learning. Since animals show both strong pattern variations and commonalities, the algorithm feature directly applies to the task of learning characteristics of pattern themes in animal populations: instead of relying on the few strongest features (at the extremes of the a posteriori spectrum), gentle boosting limits the trust in any single feature, allowing the technique to deal with the variability of single features and, thus to generalise better.

Nevertheless, Gentle AdaBoost focusses on strong characteristics: the first CART classifiers produced by gentle boosting reflect the (intuitively) most typical features of the pattern class investigated. Figure 3.12 exemplifies this observation on classifiers trained around a lion’s nose tip (frontal view). Characteristics such as the species-typical, vertical nose-line and the dark eye region below a brighter forehead are captured by the classifier.

![Example of a Key Point Descriptor](image)

Figure 3.12: **Example of a Key Point Descriptor.** The figure illustrates the first out of 30 classifier stages trained in a boosted cascade for the description of a lion’s nose tip (in frontal view). The first stage classifier \( H_1 \) is applied to a novel image by evaluating the 3 CART’s \( h_1 \) to \( h_3 \) shown (top node indicated by red triangles) and comparing the accumulated leaf values against a threshold \( \beta = -1.486696 \). The classifier illustrated comprises 9 Haar-like features. It contributes to the overall classification by filtering out 99.7\% of positives while accepting only 20\% of negatives given novel data of frontal lion faces and clutter. [wildlife images used for training: I10]

3.3.4 Compact Description of Turing Patterns

The Haar-like functions employed for feature representation imitate lines, spots etc. These structures constitute primitives of Turing patterns, which is a strong motivation for choosing this specific feature set as kernel primitives. One can hypothesise that, as a result, Turing
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Patterned animal coats can be represented highly efficiently by Haar-like features. This hypothesis is tested through an analysis of classification performance and descriptor size, comparing patterned and non-patterned species. Figure 3.13 provides a visualisation of the analysis, plotting the ROC performance curves (solid lines) for the three species together with the associated descriptor sizes (dotted lines).

It can be seen that, at a common genuine acceptance rate (GAR plotted on the abscissa), the classification of zebra patches is achieved employing less than half the weak classifiers used to describe lion faces (note the ‘green gap’). A comparison at a constant false acceptance rate (FAR plotted on the right ordinate) produces – as indicated by grey bars – a similar result: it confirms the suitability and ‘elegant’ nature of Haar-like descriptors for explaining biological Turing patterns, thus, satisfying Ockham’s razor\(^\text{15}\).

Figure 3.13: Performance vs. Descriptor Size. Plotting both the descriptor size (dotted) and the false acceptance rate (solid) against the genuine acceptance rate provides information about the balance between a classifier’s performance and its complexity. A steeply falling receiver operating characteristic (ROC) and a slowly rising descriptor size indicate effective and efficient learning, respectively. Whilst penguins can be learned most effectively, zebra hindquarters are learned most efficiently. Note that each CART classifier used contains three Haar-like features.

In contrast to zebras, penguins carry limited Turing patterning, e.g. chest stripe, neck band, side bands etc. Once these features are exhaustedly exploited for description (as approximated by a blue arrow) the boosting procedure is forced to focus on non-Haar-like, more variable characteristics (white chest shape, feet etc.) which can not be explained by using

\(^{15}\)The term refers to the law of parsimony, first outlined by William of Ockham in the 14\(^{th}\) century. It states the – now long-standing – science tradition that, “...other things being equal, simple theories are preferable to complex ones.” [219, p.180], where the descriptor size traded against the encoded information (or absence of descriptive error with regard to the class) is commonly used as a measure of simplicity [85].
small kernel sets any more. As a result, the rate of classifier employment, i.e. the gradient of the function representing the classifier count, increases steadily (note the logarithmical scaling of the graph). The actual Haar-like features learned confirm this exhaustion of elementary representable features for penguin content as shown in Figure 3.14.

![Figure 3.14: Decreasing Feature Suitability.](image)

(a) the first four, most characteristic Haar-like features learned by gentle boosting describe stripe and chest; (b) Four features picked later in the process (after the 20th CART) show, in some cases, little resemblance to the described penguin – combinations of multiple features are now necessary to further advance the descriptive accuracy.

However, the feature combinations used for describing penguin chests are highly class-characteristic throughout the spectrum analysed (as reflected by a steeply falling ROC curve in Figure 3.13).

It is concluded that the Haar-like feature descriptor employed is a suitable model for explaining the species-specific component of Turing patterned animal coats since: 1) it describes Turing patterns with particularly high efficiency with regard to the trade-off between goodness-of-fit and complexity, 2) while preserving the effectiveness and generalisation capabilities of the descriptor previously confirmed in domains such as human faces and non-organic, rigid objects [111].

Note that an optimally compact descriptor is uncomputable for a specific pattern without full class knowledge, that is there is no general, calculable algorithm which, given a subset of samples of a pattern class, produces its shortest description [85].

Lienhart et al. [126] describe the performance of the single-view Haar-like detector on human faces to be 0.5% FAR at 95.3% GAR (one specific point on the ROC curve). For the task at hand, the same FAR is achieved for lion faces at 98.75% GAR and for penguins and zebras at over 99% GAR. Clearly, the effectiveness of the descriptor is maintained in the domain of the coat patterns investigated, hinting towards a slightly smaller pattern class complexity than found in arbitrary human faces.
3.3.5 Estimating a Classifier’s Spatial Resolution

Turing systems suppress features that exhibit spatial frequencies outside a band around a dominant frequency $f$ typical for the system. Features of non-dominant frequency may exist in individuals, but are predicted to be uncharacteristic with respect to the pattern class spanned by Turing systems with equal parameterisation typical of a species.

Exploiting this observation, it is proposed to control the quantisation\(^{18}\) of a key point’s neighbourhood window by using the dominant band $f$ as an upper resolution bound.

First, the band’s existence is confirmed in local patches of coat patterns in real-world animal populations. Figure 3.15 illustrates the dominant frequencies of zebras and penguins.

![Figure 3.15: Dominant Local Frequencies in Patches of Natural Coat Patterns](image)

Figure 3.15: Dominant Local Frequencies in Patches of Natural Coat Patterns. Next to the population average (depicted at the left for zebras), the power spectra are shown for different species: (a) plains zebra hindquarter patches and (b) frontal neck patches of African penguins. The visualisations reveal the presence of peaks at a dominant frequency $f$. [wildlife images used: I01, I02]

Attempting a lossless representation below the dominant frequency $f$, Shannon’s theorem\(^{186}\) suggests sampling above the critical frequency $f_s$ determined as twice $f$:

\[
\text{(NYQUIST-SHANNON CONDITION)}\]

\[f_s > 2f.\] \hspace{1cm} (3.5)

Assuming the species-specific information is locked below $f$, sampling below $f_s$ is then predicted to weaken significantly a classifier’s performance due to loss of species-characteristic information, while sampling above $f_s$ should lead to no major increase in descriptiveness\(^{19}\).

The hypothesis is tested by experiment on the zebra example, measuring the influence of the sample resolution on the performance of the detectors built. The necessary test data is created by spatially quantising both positive and negative sample sets at different resolutions (see Figure 3.16).

\(^{18}\)Traditionally, the resolution of the detection window is heuristically determined\,[212, 126].

\(^{19}\)It is the authors conviction that the principle can be generalised and is applicable to provide a guidance for choosing the resolution of detection windows in all detection scenarios where class-specific information is residing exclusively within some upper bounded region of the frequency domain.
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The images show representative subsets of the positive training data for zebra hindquarters sampled (a) above twice the characteristic Turing frequency (24×24 pixels), (b) at twice the characteristic frequency (16×16 pixels) and (c) below twice the characteristic frequency (10×10 pixels) of the local coat pattern neighbourhood. Note that, intuitively, stripe patterns are clearly visible in the two image sets quantised above and at the critical value, whilst the final set shows a clear drop in recognisability. [original images: I02]

The performance of classifiers trained on this data is evaluated and compared at points of common genuine acceptance rate (GAR). The results for zebra hindquarters are plotted in Figure 3.17. It can be seen that the area of highest gradient change of the resolution-dependent learning performance coincides with the critical frequency $f_s \approx 2f$ which is indicated by a grey band at a resolution of 16×16 pixels in Figure 3.17(b).

It can be seen that decreasing the image resolution below this critical value causes the classification performance to drop significantly (note the change of gradient visualised by red lines). On the other hand, it can be seen that an increase of the sample resolution above the critical value does not significantly improve the detector’s performance.

These observations indicate that there exist, as predicted by Turing’s theory, only limited species-characteristic information in the frequency band above f. The measured dominant frequency and experimentally found values of detector resolutions are given in Table 3.3. For practical considerations note that inaccurate labelling (e.g. using bounding boxes etc.) potentially degenerates the relevance of f with respect to the classifier trained.
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3.4.1 Lighting Normalisation

Having discussed the training, size stipulation and resolution confinement of coat pattern classifiers, the focus is now shifted towards applying classifiers as pattern detectors.

Natural environments comprise a highly variable set of lighting conditions, considering different times of the day and the seasons. Figure 3.18(a) illustrates some of the lighting scenarios witnessed in a South African penguin colony. In order to compensate for the variance in luminance induced by different, non-specularly reflected light, the signal measured is modified (for both training and detection).

![Graph: Sampling Resolution vs. Classifier Performance](image)

Figure 3.17: **Sampling Resolution vs. Classifier Performance.** Graphs characterise the performance of gently boosted classifiers for plains zebra hindquarters with respect to the sample resolution. (a) Performance curves for different resolutions: shown is the false acceptance rate (at common genuine acceptance rate) at different learning cascades. The performance of classifiers operating at or above twice the dominant pattern frequency ($f_s = 15.2$) lies closely together (red circle). (b) Plotting the FAR at constant GAR (at cascade 5, that is at 97% hit rate) against the used detector resolution reveals a sudden change of the classifier’s performance around the predicted critical resolution (cross-section of red lines).

<table>
<thead>
<tr>
<th>Image Set</th>
<th>Resolution Used</th>
<th>Dominant Frequency Measured [1/width]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zebra Hindquarters</td>
<td>16x16</td>
<td>7.6</td>
</tr>
<tr>
<td>Penguin Neck</td>
<td>8x24</td>
<td>3.8</td>
</tr>
<tr>
<td>Lion Face</td>
<td>16x16</td>
<td>no dominant frequency</td>
</tr>
</tbody>
</table>

Table 3.3: **Examples of Detector Resolutions.** Since characteristic pattern features reside within a dominant sub-band, detectors should resolve the signal at a frequency above twice this band.
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Figure 3.18: **Lighting Correction using z-Scores.** Illustrations depict the Lambertian lighting correction applied. (a) original RGB sensor images after aperture and gain optimisation; (b) isolated luminance channel; (c) luminance channel, z-Score corrected over neighbourhood window; [wildlife image source: I01]

Following an earlier application by Lienhart and Maydt [126, 37], the z-Score measure – that is essentially contrast centring and stretching – is employed for normalising the signal contained in each neighbourhood window $W(x)$:

\[
\bar{W}(x) = \frac{W(x) - \mu}{2\sigma}
\]  

(3.6)

where $\mu$ is the mean and $\sigma$ is the variance taken over the window $W$. This form of correction can be applied without significant reduction of the runtime speed since both mean and variance are calculated efficiently using the basic and square integral image [126]. Therefore, z-Score lighting correction demands just 4 extra table lookups\(^{20}\) for each $\mu$ and $\sigma$.

Note that a full lighting normalisation that also accounts for specular reflection (e.g. wetness of feathers or fur, changes in sun-angle and environmental conditions) is not pursued. Covering this form of variation would require both the availability of a dynamically measured BRDF (Bidirectional Reflectance Distribution Function) of the animal surface and the direction and parameters of all the light sources and environmental reflectors.

\(^{20}\)See Section 2.4.4 for details on the efficient calculation of the integral image during preprocessing.
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3.4.2 Detection Performance under Natural Conditions

Classifiers used for practical detection are selected amongst potential candidates by defining a ‘working point’ on the receiver operating characteristic, that is pinpointing a single position on the ROC curve by fixing all parameters of the training process. Figure 3.19(a) visualises the working areas (red squares) chosen for the three key points in focus. Note that the working points are stipulated at particularly low false positive rates around $4 \cdot 10^{-3}$%.

![Figure 3.19: Performance Plots of Key Point Classifiers.](image)

(a) The graphs depict the receiver operating characteristics of the classifiers trained. Again, they were created using threefold cross-validation. Red squares mark the manually chosen working point on the curves. (b) The images show examples of true positives detected in novel data. It can be seen that instances of key points are recognised across a wide range of lighting conditions (see lions), individual patterns (see zebras), deformations and minor variance in pose (see penguins). [images used from: I01, I10, I02]

---

21 For the classifiers at hand, the working area is stipulated by setting two parameters: 1) the length of the boosting cascade where longer cascades move the working area left in ROC space, and 2) the spatial density of classifier hits required to spark a detection. The latter parameter is fixed for all key points (see Section 3.5.1 for details), however, higher densities would also move the working area left in ROC space.
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in order to produce very reliable positive detection sets. Clearly, this approach trades recall performance for precision\(^\text{22}\), favouring a robust decision on true positives over a wide coverage of the population of positives, i.e. the species. Hence, detections produced by the classifier can be treated with high confidence by later, higher-level stages of the recognition process. Table 3.4 summarises the performance of single-view detectors at working point.

| Species/Image Source (key point described) | Performance (\(\varnothing\)GAR/\(\varnothing\)FAR [%]) | Feature Count/Resolution | Training Set Sizes (pos | neg/validation) |
|---------------------------------------------|--------------------------------------------------------|--------------------------|--------------------|
| Zebras/I02 (hindquarters)                   | 96.83/0.0034                                           | 54/16×16                 | 400 | 11,764,706/200 |
| Penguins/I01 (top chest)                   | 98.25/0.0042                                           | 114/8×24                 | 800 | 19,047,619/400 |
| Lions/I10 (nose tip)                       | 96.56/0.0041                                           | 150/16×16                | 600 | 14,341,146/300 |

Table 3.4: Classification Performances at Working Point. The table shows measured performance characteristics, the number of Haar-like features used and the resolution for key point classifiers at the working point. All classifiers achieve a \(\varnothing\)GAR above 96% at a \(\varnothing\)FAR around 3\(\cdot\)10\(^{-5}\). Results are generated averaging over 3-fold cross-validation where the cardinalities of the used sample sets are shown in the rightmost column. Negative samples are generated from a set of 10,000 habitat images by choosing patches at random scale and position.

3.4.3 Limitations of the Key Point Detector

Despite the fact that millions of sample patches are used to generate the above performance landmarks, the performance measured takes into account only a fraction of the true variance present in natural environments. Given the operation of the classifier in uncontrolled conditions, the cross-validation employed can, therefore, only approximate the generalisation capabilities of the learning methods and should be seen as an ‘optimistic estimate’. To provide practically applicable insights into the limitations of the classifiers, a number of categories of false classifications are discussed now, focussing on the question: what are repeatedly noted conditions that lead the detectors astray?

**Cryptic Resemblance.** Applying the classifiers to groups of patterned animals reveals one major cause for false positives: zebras and penguins alike exhibit disruptive patterning [89, 47] and cryptic resemblance [54, 139] to conspecifics. As a result, pattern combinations of several animals can imitate regional patterns of a single animal, misleading detectors (see Figure 3.20). Regional appearance descriptors are not suited to counter this form of camouflage. Thus, the issue will be tackled later by adding another layer of abstraction, modelling an individual by a species-typical arrangement of multiple key points.

---

\(^{22}\)The term ‘recall’ is synonymous to the genuine acceptance rate (GAR) while ‘precision’ is defined as the ratio of the true positives and the sum of true and false positives: \(\text{precision} = \frac{TP}{TP + FP}\).
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Figure 3.20: **Camouflage through Cryptic Intra-specific Resemblance.** (a) A configuration of two zebras creates an image region that resembles the pattern of a hindquarter patch, leading the detector astray. (b) A false positive is induced by (a rarely observed, pose-dependent) cryptic intra-individual resemblance. (c) Two penguins create a visual configuration similar to the visual structure of a single penguin – the detector is mislead. [wildlife images used: 102, 101]

**Environmental Clutter.** Some of the background content present in wild habitats comprises highly variable structures such as trees or bushes. Depending on the viewing angle, wind, the time of day and season etc., they create widely random patterns which often replicate features inherent to the animal coats learned. As a consequence, the detector misclassifies some of these regions as positives. Figure 3.21 illustrates three examples of false positive detections due to environmental resemblance. Both the use of structural recognition and a perspective constraint (that binds the size of a detection to its image position) will be used to further reduce the number of false positives resulting from clutter.

Figure 3.21: **Clutter in Natural Environments.** The images depict false positive detections due to clutter in images that also contain a true positive. Note that the false detections exhibit some basic features of a lion’s face (e.g. darker regions where eyes should be situated). Although such clutter-induced misdetections are rare, the sheer variety of random structures present in natural environments increases the probability of class-resembling clutter. [wildlife images used: 110]

**Lighting and Shadows.** The combination of diverse positive training samples, the generalisation capabilities of AdaBoost and the lighting correction employed promote a successful classifier application to a wide range of different lighting scenarios. Figure 3.22 illustrates a selection of conditions covered using the facial lion detector.
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Figure 3.22: **Range of Accepted Lighting Conditions.** The images illustrate the range of lighting situations covered by the facial lion detector. Note detections in scenes with frontal, side and back-lighting as well as high and low values in contrast and luminance. [wildlife images used: 110]

Despite the wide spectrum of applicability, the lighting normalisation employed does neither account for deep shadows nor for the non-Lambertian reflective component. As a result, lighting conditions that significantly alter the texture in areas of key features cause the classifiers to fail, producing false negatives. Figure 3.23 documents such missed detections where shadows and specular reflections create novel surface textures (e.g. shadow of the beak in penguins). Unaccounted lighting variations constitute a form of information limitation [103] where the hidden or altered data results in a drastic decrease in informational overlap between samples of the same semantic class.

Iterative retraining of the classifier after including spotted misclassifications of this kind into the positive training set has been successful in a number of cases to increase coverage. Nevertheless, an exhaustive sampling of all possible lighting situations is considered infeasible for this project given a highly changeable environment.

Figure 3.23: **Lighting Conditions Inflict False Negatives.** Shadows, specular reflections and over-exposure (all marked with red ellipses) form novel image textures which degenerate the visual properties of the object of interest, causing the detector to fail. [wildlife images used: 101]
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3.5.1 Constructing Dense Belief Maps

So far, appearance detections have merely been based on directly interpreting a binary evidence function \( \mathcal{H}_\omega(x, \bar{s}) : \mathcal{X} \times \bar{\mathcal{S}} \rightarrow \{0 \equiv \text{false}, 1 \equiv \text{true}\} \) that holds suspected presences of key points \( \omega \) in the space of image locations \( x \in \mathcal{X} \) and object magnifications \( \bar{s} \in \bar{\mathcal{S}} \). In accordance with Viola and Jones’ principle of attentional cascades [212], the function \( \mathcal{H}_\omega \) is assembled dependent on a unanimous agreement of \( m \) booster-generated stage classifiers \( H_i \): 

\[
\mathcal{H}_\omega(x, \bar{s}) = \bigwedge_{i=1}^{m} H_i = \bigwedge_{i=1}^{m} \left( \sum_{t=1}^{n_i} h_i^t(I, x, \bar{s}) \right) \geq \beta_i
\]  

(3.7)

where \( h_i^t \) is the output of the \( t^{th} \) weak classifier of the \( i^{th} \) detection stage in the cascade, \( n_i \) is the number of weak classifiers and \( \beta_i \) is the acceptance threshold learned for the \( i^{th} \) stage, \( m \) is the number of stages in the detection cascade and \( I \) represents the image.

Figure 3.24(a) visualises a map \( \mathcal{H}_\omega \) as scale-coloured superimpositions on the input image (red encodes close, blue distant object instances). It can be seen that key point estimations are widely dispersed around the ground truth (white blocks) in both scale and space.

![Figure 3.24](image)

Figure 3.24: Likelihood Map \( \mathcal{H}_\omega \) and Integration in Location-Scale Space. Classifier hits for key points \( \omega \) are resolved as point clouds in the location-scale space \( \mathcal{X} \times \bar{\mathcal{S}} \). (a) Projection of classifier hits \( \mathcal{H}_\omega \) as scale-coloured superimpositions onto the original luminance image. (b) Stacked plane plot of the underlying \( x-y-\bar{s} \) space. The 5 bins of scale used are, again, colour-coded for better visibility. Note that classifier hits associated to a single object are dispersed in both scale and space, covering sub-volumes of the domain. It can be seen that the ground truth (white blocks in (a)) does not always occupy the centre of local density of the map \( \mathcal{H}_\omega \) (for the particular image it lies above the density maxima due to elongated animal pose). Thus, a cylindrical integration of local evidence for maxima extraction only poorly reflects the spatial statistics of perturbations from the ground truth. Tu et al. [200], for instance, try to counter the problem by estimating real-valued detector outputs. However, their method ignores the spatial instability of the detector. [wildlife image: I01]
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Hitherto, detections – that is density maxima of the $\mathcal{H}_\omega$-map – have been extracted by integration and maximisation over cylindrical volumes $D \times S$ around classifier hits (as performed by Intel’s OpenCV implementation and visualised in Figure 3.24(b)). As shown, the procedure yields sufficient detection performance. However, it shows poor localisation in the spatial domain. Figure 3.25 illustrates the phenomenon on representative detections.

Figure 3.25: Poor Localisation. The images show detection examples (cyan blocks) that exhibit a strong spatial perturbation from the ground truth (white blocks). Such poor spatial localisation causes inaccurate registration, fuzzy pose estimation and shaky tracking. [images used: I01, I10, I02]

Aiming for a more realistic interpretation of the observation map $\mathcal{H}_\omega$ produced by the classifier, it is proposed to model explicitly a prior for the spatial component of the feature-specific perturbation of localisation, i.e. the specifics of the classifier’s ‘spatial fuzziness’.

A probability distribution $E_\omega : \mathbb{R}^2 \to [0,1]$ is used to describe the prior. Given a key point $\omega$, it is built to capture the likelihood of perturbation in the reference system centred at the ground truth. As exemplified in Figure 3.26, it is constructed experimentally by

Figure 3.26: Localisation Prior. The illustrations show accumulations $E_\omega$ of classifier hits $\mathcal{H}_\omega$ with respect to the true key point (red point) for penguin chests in (a) and lions nose tips in (b), each averaged over 400 training samples. Distributions are size-normalised with respect to the detector resolution superimposed in blue. Symmetricalised versions $\bar{E}_\omega$ are also shown. [images used: I01, I10]

Following the cylinder paradigm, the detection posterior is defined as the local maxima of density, which is calculated for a point $(x, \bar{s})$ as the integral over binary evidence in a neighbourhood volume $D \times S$:

$$
\sum_{s_j \in S(x)} \sum_{x_i \in D(x)} \mathcal{H}(x_i, s_j) \text{ where } D(x) = \{x_i \in \mathcal{X} \mid p \geq ||x - x_i||\}
$$

is the circular spatial neighbourhood, $S(x) = \{s_j \in S \mid q \geq ||1 - \bar{s}/s_j||\}$ is the linear magnification neighbourhood, $I$ is the image, $||.||$ denotes the vector length and $(p,q)$ are thresholds. Common values are $(p,q) = (\frac{s_1 \times s_2}{4}, 0.5)$ where $s_1 \times s_2$ is the detector’s resolution [37].
accumulating and normalising the spatial component of binary estimates $H_\omega$ over a population. In the penguin example, for instance, a clearly visible, horizontal anisotropy (see Figure 3.26(a)) indicates that the $x$-localisation of the top-centre chest point (along the near-horizontal chest stripe) is especially prone to error. The depicted function $E_\omega$ captures this spatial divergence of classifier hits from the true key point location.

Clearly, the function $E_\omega$ models the spatial spread of relevant measurements and can, therefore, be used as a kernel for estimating a dense detector function $P_E(\omega|x, I)$ from the sparse, spatial classifier output $H_\omega$ illustrated Figure 3.27(a). The dense map is built by convolving scaled versions of the spatial prior $E_\omega$ with the classifier evidence $H_\omega$ yielding:

$$P_E(\omega|x, I) = \sum_{\omega} \sum_{s_j \in \bar{S}} \sum_{x_i \in X} E_\omega(x - s_j^{-1}x_i) \cdot H_\omega(x_i, s_j)$$

where $x$ is the image location to be evaluated, $\omega$ is the key point class under review, $n$ is an empirical measure that ensures $P_E \in [0, 1]$, and $I$ is the image with locations $X$ and object magnifications $\bar{S}$. Applied over the entire image, the result is interpreted as an image again, a map that captures the overall observation density $P_E(\omega|X, I)$ as illustrated Figure 3.27(b).

![Figure 3.27](image_url)

**Figure 3.27: Observation Density and Detection Generation.** The images illustrate different models for the observation density which, for the above sample, can be interpreted as the system’s belief in the presence of a ‘top-centre point of a penguin’s chest stripe’. (a) Spatial component of point cloud $H_\omega$ created by the point-surround version of the Viola-Jones’ method sparsely applied to the image; (b) dense belief map $P_E(\omega|X, I)$ created by convolving the spatial likelihood $E_\omega$ with the binary evidence $H_\omega$; (c) gradient-supported belief map $P_A(\omega|X, I)$; (d) Maxima suppression plus thresholding yield detections (in this case a single one) visualised for each of the three density models shown as a red, green and blue key point estimate. [wildlife image used for example: I01]

24Note that a normalised convolution [109] cannot be applied since the density of binary evidence, which would be lost in the normalisation process, encodes vital information on the presence of key points.

25The prior $E_\omega$ is scaled by the object magnification $s_j$ since uncertainty is assumed to scale linearly with object size due to a constant, scale-independent classifier resolution. The use of symmetricalised kernels yielded worse performance indicating a natural asymmetry of the classifier.
The belief map can be fine-crafted further by using the high gradient property of key points as an independent source of localisation information. Weighting $\mathcal{P}_E(\omega|X, I)$ by a gradient map – interpreted as the likelihood of gradient presence – adds valuable fine structure (as shown in Figure 3.27(c)). An advanced observation density can, therefore, be modelled as:

$$\mathcal{P}_A(\omega|x, I) = n\mathcal{P}_E(\omega|x, I) \Delta(G*I)$$

where $n$ is a normalisation factor ensuring $\mathcal{P}_A \in [0, 1]$, $*$ denotes convolution, $G$ is a Gaussian sized at half the dominant Turing wavelength, $\Delta$ is the derivative operator, $x$ is the image location to be evaluated, $\omega$ represents the key point class under review and $I$ is the image. Figure 3.28 visualises the map (green structures around the function’s maxima) in some more complex detection scenarios – including pose variation, partial occlusion and deformation.

Note that, in contrast to the spatial localisation prior $E_\omega$, the maps $\mathcal{P}_E$ and $\mathcal{P}_A$ are ‘rankings of evidence’ rather than a valid probability distribution. Thus, $\sum_{x \in X} \mathcal{P}_A(\omega|x, I) = 1$ does not hold since the true number of underlying causes (e.g. how many penguins are present?) is unknown. Consequently, global normalisation cannot be applied without loss of information. Nevertheless, normalised regions of $\mathcal{P}_A(\omega|X, I)$ – explicitly known to contain exactly one key point – will be used as the spatial probability distribution of local evidence.

Figure 3.28: Gradient-supported Belief Maps. The images show the sparse binary classifier output $\mathcal{H}_\omega$ (red points), the dense belief maps $\mathcal{P}_E$ (blue) and the gradient-supported belief maps $\mathcal{P}_A$ (green) in different colour channels. Magnifications of regions (top) clearly reveal the fine structure added in the gradient-supported case. Functional maxima (green blocks/detections) are firmly located at high gradients – the cylinder method yields coarse estimates only (red blocks). [images: 101]
3.5.2 Quantitative Analysis of Localisation Improvements

As shown in the previous section, exploiting gradient information in conjunction with a spatial prior increases the localisation accuracy of the detector. In order to estimate the quantity of this improvement, the localisation error is now estimated for sample key points on each of the three species (plains zebras, lions and African penguins) in focus.

Three different detection paradigms are compared: 1) the original Viola-Jones method based on bounding boxes, 2) point-surround detection of key points using cylindrical accumulation of evidence (see Section 3.5), and 3) detection of maxima of the gradient-supported belief map $P_A$ as proposed.

The figure on the next page visualises the experimental results, comparing the average localisation error over 400 detections. It can be seen that, compared to the standard bounding box approach (dashed lines), point-surround description enforced during training (dotted lines) and spatial prior & gradient support applied during runtime (solid lines) significantly narrow the error band.

In particular, the standard deviation $\sigma$ of the error distribution is decreased by 35 to 40 percent as shown in the table below.

The highest gain of accuracy achieved by using point-surround registration alone (shown in blue) can be observed at key points where, untypically for Turing patterns, stable corner measures sit on or close by the key point (lion’s nose tip).

<table>
<thead>
<tr>
<th>Data Set (Resolution)</th>
<th>$V$: $\sigma$</th>
<th>$K$: $\sigma$</th>
<th>$P_A$: $\sigma$</th>
<th>$V$: $\mu$</th>
<th>$K$: $\mu$</th>
<th>$P_A$: $\mu$</th>
<th>Decrease of $\sigma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lion Face (16x16)</td>
<td>5.13</td>
<td>3.47</td>
<td>3.96</td>
<td>2.56</td>
<td>2.28</td>
<td>2.26</td>
<td>35.87%</td>
</tr>
<tr>
<td>Penguin Frontal (8x32)</td>
<td>5.44</td>
<td>4.18</td>
<td>3.26</td>
<td>4.38</td>
<td>3.14</td>
<td>2.55</td>
<td>40.07%</td>
</tr>
<tr>
<td>Zebra Hindquarters (16x16)</td>
<td>5.59</td>
<td>4.26</td>
<td>3.47</td>
<td>4.26</td>
<td>3.03</td>
<td>2.26</td>
<td>36.79%</td>
</tr>
</tbody>
</table>

Table 3.5: Localisation Error. The table shows the mean localisation error $\mu$ and the standard deviation $\sigma$ of the distribution of the spatial detection error measured in pixel based on the Euclidean distance to the true location in a normalised detection. It can be seen that an improvement of 35 - 40% can be achieved by extending the bounding box approach suggested by Viola-Jones [212] (marked by ‘V’) to a dense, gradient-aided measure $P_A$. Relying on only point-surround appearance for key points (K), that is without using a dense representation, yields improvements with respect to method (V) but fails to reach accuracy levels exhibited by method ($P_A$). [image sets: I01, I03, I10].

---

The localisation error – measured as the Euclidean distance to a labelled ground truth – is normalised for both the scale of the detected object and the resolution of the detection window. Thus, the error measure refers to the distance of detections from the ground truth at a fixed scale and resolution.
The positional stability of corners close to the centre of the surround descriptors enables weak learners – underpinning CART construction – to take advantage of their spatial distinctiveness.

On the other hand, strongly deforming patterns without the presence of stable corners (penguin centre point of chest stripe) can be stipulated more effectively using actually measured gradients (outlined in red), which prove more significant for improving localisation in this case.

Figure 3.29: **Localisation Accuracy.** The localisation performance of the three different detector versions is illustrated with respect to a hand-labelled position of the key point. In the case of the bounding box approach, this ground truth is substituted by the mean over all detections. The localisation error is given in percent of the neighbourhood window size. (a) registration paradigms tested; (b)-(d) visualisations of the distribution of the localisation error in different sample sets.
3.5.3 Multi-Component Description by Sets of Belief Maps

A belief map $P_A$ represents the detector evidence for the presence of a single key point class. Now, sets of belief maps are used to form a key point model $B$, describing a species’ surface in a component-like fashion. Figure 3.30 visualises $B$ for African penguins.

![Image of African penguin and belief maps](image)

Figure 3.30: **Component Description by Sets of Belief Maps.** (a) original image; (b) model $B$ visualised by coloured superimpositions of its various belief maps; (c) original image superimposed on the belief maps; (d) 3D relief of the belief map representing the top-chest key point. Fine information added by gradients (peak line) can be seen clearly as sharp peaks. [images: I01]

Using this model $B$, the complexity of the space spanned by the object’s presence and its different (in the above case: near-frontal) poses is compacted into a set of 2-dimensional image descriptions.

The model provides a solid foundation for fitting spatial models as described later in the theses. However, building belief maps for larger sets of key points decreases the execution speed of the detector. Yet close-to-realtime operation on high-resolution imagery is essential to avoid buffering terabytes worth of video during prolonged autonomous operation in wild habitats. The next sections focus on improving the runtime performance of the detector.
3.5.4 Blessing and Curse: Invariance from Exhaustive Search

Scale- and shift invariant species detection\footnote{Methods that provide full rotation invariance of the detection \cite{96} are neglected here since the animals observed maintain a near-vertical orientation throughout the process of locomotion.} is required to detect various animals in the field of view, that is to maximise detections in suitable poses for later fingerprinting.

Hitherto, the paradigm of ‘exhaustive search’ has been applied for detection as suggested by Viola and Jones \cite{212}. That is the content has been parsed for the presence of key points by exhaustively scaling and shifting the neighbourhood window over the entire image, progressively creating values of the map \( H_\omega \) as shown in Figure 3.31(a)-(b).

Clearly, this approach comes at the cost of substantially growing computational efforts needed for the classification of windows when increasing the resolution of the image parsed. Given an image \( I \) of resolution \( r_1 \times r_2 \) and a neighbourhood window \( W \) of resolution or size \( s_1 \times s_2 \) pixels, there exist \( n \) potential search windows:

\[
\text{(FULL NUMBER OF DETECTION WINDOWS)}
\]

\[
n = \sum_{\bar{s} \in \bar{S}} \prod_{i=1}^{\bar{s}} \left( r_i - \frac{\text{base size}}{s_i \bar{s}} \text{scale} + 1 \right)
\]  \hspace{1cm} (3.10)

where \( \bar{S} = \{1.2^0, 1.2^1, 1.2^2, \ldots\} \) is the set containing the stretch factors \( \bar{s} \) chosen for scaling the original neighbourhood window \( W \) over the image. Note that the selected set \( \bar{S} \) uses exponential scaling to account for the drop in localisation accuracy in large scale-ups.

![Figure 3.31: Intra-Image Search Dynamics.](image)

An image is probed by placing the neighbourhood window (portrait-sized rectangles) of a key point (blue blocks) at different scales and locations over the image. (a) The window is shifted over the image, (b) the window is scaled by \( \bar{s} \) at each location, and, (c) dealing with walking animals of equal size and static cameras, it is suggested to restrict location-scale combinations to a subspace consistent with a weak perspective model.

\footnote{Naturally, all scaled windows are required to reside within the image area, satisfying \( \forall_{\bar{s} \in \bar{S}} : s_i \bar{s} \leq r_i \).}
3.5.5 \textit{Perspectively Constrained Search}

To achieve close-to-realtime operation on a (single) detector despite a high computational matching cost, most applications \cite{37} process only every other window in each image dimension, quartering the number \( n \) of effectively evaluated search windows.

It is proposed to further constrain the search space by exploiting the (approximately) equal proportions of the objects of interest, i.e. the members of the species. In particular, it is suggested to restrict combinations of location and scale to a perspectively feasible parameter subspace, assuming static cameras and animals walking on flat terrain.

Acquisition conditions are approximated by a horizontally pointing camera (see Figure 3.32(a)).

![Figure 3.32: Perspective Constraint. (a) Given equally sized objects the ratio of object height \( h \) and distance \( d \) to the horizon line is a constant. (b) Calibration requires defining the horizon line \( l \) and some correct detection samples to establish an object-specific size parameter \( c \). Applying the constraint in Eq.(4.10), the search space for a key point (white blocks) can be confined to a set of horizontal bands of heights \( h \) \( \bar{s} \) (coloured regions) where a band exists for each scale \( \bar{s} \in \bar{S} \). The sum of all location-scale pairs in the \( |\bar{S}| \) bands then spans the search space. [wildlife image: I01]

The size of an object is then bound to be proportional to the projected distance \( d \) between a fixed point on the object (e.g. the top point, a key point) and the horizon line, that is:

\[
\text{(PERSPECTIVE CONSTRAINT)}
\]

\[
c(1 - \varepsilon) < \frac{h}{d} < c(1 + \varepsilon) \quad \text{since} \quad \frac{h_A}{d_A} \approx \frac{h_B}{d_B}
\]

holds for any two equally sized objects \( A \) and \( B \), where \( h = s_2 \bar{s} \) is the projected object height measured in the image, \( c \) is an object-dependent constant and \( \varepsilon \) is a relaxant which allows for some degree of natural variance in the object size.
An application of the constraint effectively decreases the number of search windows to:

\[
\begin{align*}
\text{(REDUCED NUMBER OF WINDOW CANDIDATES)} \\
n_{\text{reduced}} = \sum_{\hat{s}_c \in \hat{S}} h_{\hat{s}} \left\lceil \frac{r_1 - s_1 \hat{s} + 1}{c(1+\varepsilon)} \right\rceil \quad (3.12)
\end{align*}
\]

where \( h_{\hat{s}} = \min \left( l, \left\lceil \frac{s_2 \hat{s}}{c(1-\varepsilon)} \right\rceil \right) - \left\lfloor \frac{s_2 \hat{s}}{c(1+\varepsilon)} \right\rfloor \) is the height of a band of perspectively acceptable locations (see Figure 3.32(b)) for a specific scale \( \hat{s} \), and \( l \) is the ordinate of the horizon in image space, and \( r_1, s_1 \) are used from Eq.(3.10). Thus, the weak perspective constraint reduces computational efforts by decreasing the cardinality of the search space\(^{29}\). Table 3.6 gives a quantitative overview of this reduction achieved by comparing the number of windows processed at different image resolutions with and without the constraint in place.

| Image Resolution [pix] | Full Window Count \( n / |\hat{S}| \) | Reduced Count \( n_{\text{reduced}} / |\hat{S}| \) |
|------------------------|---------------------------------|---------------------|
| 160×120                | 87,085 / 9                     | 17,567 / 9          |
| 320×240                | 591,467 / 13                   | 83,634 / 13         |
| 640×400                | 2,643,770 / 16                 | 305,152 / 16        |
| 1280×800               | 14,248,155 / 20                | 1,289,472 / 20      |

Table 3.6: Search Space Confinement. The table illustrates the count of search windows for different image resolutions before and after enforcing the weak perspective constraint. An \( 8 \times 24 \) neighbourhood window (according to the penguin example) is used. The object-specific parameters are set to \( c = 1.562 \) and \( \varepsilon = 0.2 \). Scaling is performed employing sets \( \hat{S} = \{1.2^0, 1.2^1, 1.2^2, ...\} \) where \( |\hat{S}| \) gives the number of scales tested for a specific resolution.

3.5.6 Runtime Speed vs. Image Resolution

The Viola-Jones framework uses integral convolution in order to increase the speed of the process of feature extraction. It will be shown now that this technique proves especially effective in high-resolution scenarios.

In order to quantify the additional performance gain induced by integral convolution for high-resolution imagery, practical experiments on key point detectors are carried out, operating (frame-by-frame) on 2300 frames of a video sequence, quantised at different resolutions. The key point detector is then applied for comparing standard convolution with integral convolution, thus measuring the processing time used by the two methods.

Table 3.7 illustrates the results. Focussing on the last column, it can be seen that the relative speedup substantially increases with the image resolution \( r = r_1 \times r_2 \).

\(^{29}\)As a side effect, the constraint also removes (potential) false detections and, therethrough, contributes to the robustness of the detector, approximately reducing false positive detections by a factor \( n/n_{\text{reduced}} \).
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Table 3.7: Speedup via Image Integration. The table summarises experimental results comparing multi-scale conventional convolution (CC) in the frequency domain with multi-scale integral convolution (IC) for the frontal penguin detector (resolved at 8 × 24 pixels). An Intel DualCore T2300 running on 1GB of RAM is used for the experiment. It can be seen that the relative speedup increases with the resolution r used. Thus, the integral technique proves especially suitable for speeding up convolutions in scenarios of high resolution r and a large number of tested scales |S|.

| Image Resolution (r)/|S| | Speed CC [fps] | Speed IC [fps] | Relative Speedup(r) |
|----------------------|----------------|----------------|-----------------|---------------------|
| 352×264(92,928)/13   | 5.74           | 39.09          | 6.81            |
| 400×300(120,000)/14  | 2.92           | 31.44          | 10.77           |
| 480×360(172,800)/15  | 1.01           | 22.99          | 22.76           |
| 640×480(307,200)/17  | 0.16           | 14.04          | 87.75           |
| 1280×800(1,024,000)/20| 0.01          | 8.06           | 806             |

A polynomial approximation of the measured values in the domain spanned by speedup and resolution r shows a basic, quadratic relationship:

\[
\text{Speedup}(r) = r(ar + b) + c
\]

where the parameters are measured as \((a, b, c) = (0.0018, -1.1886, 208.55)\) for the system setup employed. Figure 3.33 illustrates both the speedup (purple curve) and the underlying measurement series.

![Figure 3.33: Integral Convolution, Image Resolution and Speed](image)

(a) Frame rate for different video resolutions recorded over a sequence of 2300 frames; (b) Plotting the average performance of each method against the image sizes used and computing the relative speedup (red) reveals the suitability of image integration for the analysis for particularly large images. (Note that the weak perspective constraint is not applied in these measurements.)
While the exact parameterisation may change using different system configurations, the quadratic nature of the relationship is intrinsic to the image integration process. Thus, it can be concluded that the effects of integral convolution are most significant for high image resolutions, enabling detection at about 8 frames per second at megapixel scale.

### 3.5.7 Improved Runtime Results

A combined application of the weak perspective constraint and integral convolution can, as shown in Table 3.8, further increase the runtime benchmarks of the detector. It can be seen that, using both constraints in conjunction, a speed of about 8 frames per second can be maintained when applying a sequence of 3 detectors at $1280 \times 800$ pixels.

This gain in performance establishes the basis for an application of multi-pose detectors which are capable of covering a wide range of poses in close-to-realtime.

<table>
<thead>
<tr>
<th>Image Resolution</th>
<th>Speed IC [fps]</th>
<th>Speed WP+IC [fps]</th>
<th>3 Detectors WP+IC [fps]</th>
</tr>
</thead>
<tbody>
<tr>
<td>352×264</td>
<td>39.09</td>
<td>49.33</td>
<td>30.02</td>
</tr>
<tr>
<td>400×300</td>
<td>31.44</td>
<td>38.42</td>
<td>24.27</td>
</tr>
<tr>
<td>480×360</td>
<td>22.99</td>
<td>29.58</td>
<td>18.85</td>
</tr>
<tr>
<td>640×480</td>
<td>14.04</td>
<td>19.11</td>
<td>13.93</td>
</tr>
<tr>
<td>1280×800</td>
<td>8.06</td>
<td>12.24</td>
<td>8.17</td>
</tr>
</tbody>
</table>

Table 3.8: **Combined Runtime Performance.** The table summarises experimental results comparing the Viola-Jones method [212] of integral convolution (IC) and the proposed method of combining a weak perspective constraint with the integral convolution (WP+IC). An Intel DualCore T2300 running on 1GB of RAM are used for the experiments. All tests are conducted using 2,300 frames. Only every other detection window is checked in each dimension, effectively quartering the number of detection windows. Note that, for the multi detector scenario, the integral image is calculated only once and reused for each of the detectors. [wildlife images used for the experiment: 101]
3.6 Multi-Pose Appearance Detection

3.6.1 Generalisation Limitations in Single-Pose Detectors

Analysing the single-view detectors built in the previous chapter, it can be observed that poses covered by them exceed the subspace of pose spanned by the positive training images used for construction. Thus, the detection subspace is widened to unseen, yet ‘similar’ visual configurations. The extent of this generalisation will now be quantified by measuring the detection confidence (reflected by the value of belief map $P_A$ at the detection point) with respect to the location in pose space. Figure 3.34(a) documents the generalisation of one of the key point detectors for African penguins. The illustration plots the average detection confidence $\mathcal{O}_P A$ collected from detections in a video sequence – against two hand-labelled parameters of pose.

![Diagram](image)

Figure 3.34: Pose Coverage of a Single Detector. (a) visualisation of the detector confidence (vertical axis) averaged over 2300 detections plotted against azimuth (4 bins resolution: first bin ranges from 0° to 20° etc.) and neck divergence (4 bins resolution); The detector used was originally trained on positive samples from a subspace indicated by a highlighted box. It can be seen that the detection area above the detection threshold (determined by the working area) exceeds the training space and, thus, generalisation occurs. (b) The graph visualises the distribution of detector confidence (black dots) over the first 400 frames of the test video. Overlayed images depict specific detections with annotations of azimuth and neck divergence. [images used for experiment: I01]

---

30 It can be argued that AdaBoost’s well documented generalisation [8, 111, 212, 211, 213] performance on novel data is the reason for a widened detection space, assuming that over-fitting can be avoided.

31 The pose space is projected onto two parameters: 1) azimuth and 2) a measure that captures the extension/contraction of the animal’s very flexible neck section with respect to its relaxed pose. For the task at hand, the azimuth is interpreted as the approximate angle between the direction faced by the animal and the camera axis. (Generally, the azimuth is defined as the angle between a reference plane and a point. Here, the plane is the one parallel to the image plane at the animal and the point is any point on the ray from the animal along its direction faced by the body.)
Two qualitative observations are of special interest for designing a multi-view detector. First, single-view key point detectors deliver fuzzy results with respect to pose parameters, that is an exact stipulation of a specific pose is not a straight forward process.

Second, key point classifiers are capable of covering an extended area that reaches outside the original training space. Aiming for a robust operation over natural animal populations, can a coverage of large sets of poses be achieved by sparse combinations of a sparse set of key point detectors?

### 3.6.2 Designing a Multi-Pose Architecture

A number of architectures have been suggested for implementing multi-pose detection. Common arrangements of multiple detectors of small pose coverage or weak precision in a multi-view framework include: 1) parallel cascades (arrays) [221], 2) trees [96, 56], and 3) hierarchical cascades (pyramids) [125]. Figure 3.35 visualises the designs mentioned.

![Selection of Architectures for Multi-pose Detection](image)

Figure 3.35: Selection of Architectures for Multi-pose Detection. Circles represent classifiers and arrows indicate the sequence of application. (a) parallel array of classifiers, that is a set of independently operating cascades; (b) tree structure, which enforces rigorous coarse-to-fine coverage starting with an ‘overall object detector’ at the root; While the approach promotes good pose resolution at leafs, the root classifier has to cover the full pose space; (c) pyramid structure, that is a hierarchy of cascades; (d) The hybrid structure proposed in this work: multiple cascades of single-view classifiers model a key point while several key points (which are connected in a tree-based, geometrical model as described in the next chapter) explain the pose of the object.

A number of recent publications, e.g. work by Huang et al. [96] or Everingham et al. [56], argue in favour of tree structures in order to minimise the computational cost of detection. The tree architecture implements a rigorous coarse-to-fine recognition concept. It promotes an especially rapid processing since the tree depth places an upper bound on the number of classifiers tested during runtime (along a branch from root to leaf). The technique has, nevertheless, a major bottle-neck that proves – as will be shown now – critical for the case of complex content classes: the strong classifiers situated in high-up nodes, foremost the root itself, are exposed to modelling very large fractions of the pose space.
Describing a wider range of poses, however, increases the variance – and thereby the complexity – of the associated class of sample images to be modelled. Figure 3.36 exemplifies this correlation between the spectrum of pose covered and the variance found in (manually registered\textsuperscript{32}) image sets of lion faces for three different spectra of azimuth.

![Figure 3.36: Pose Coverage vs. Image Variance.](image)

Thus, classifiers trained on more variable data sets are required to model an increasingly complex distribution in pattern space. Classifiers for recognising poses of single objects (as, for instance, described in Everingham et al. [56]) can often cope with this extra degree of complexity.

However, the generalisation behaviour of classifiers that model entire object classes can, as it has been recognised in the literature, become ‘somewhat unstable’ (quote from [96]) when large fractions of the pose space are monolithically modelled.

\textsuperscript{32}Manual labelling ensured an accurate registration at the nose tip and a scaling to a normalised object size/resolution. Images were also normalised for variable lighting using the z-Score approach.
3.6.3 Performance Costs of Coverage

In order to quantify this ‘instability’ for the task at hand, classifiers are trained on lion samples covering images from different azimuth spectra. As illustrated in Figure 3.37 and shown in Table 3.9, the performance of classifiers drops significantly when trained to cover the full frontal-to-profile spectrum.

However, the performance decrease in the category frontal-to-side is, compared to frontal views, infinitesimal. This observation can be interpreted as resulting from the qualitative difference of structural changes occurring: most features, e.g. eyes, jaw etc., undergo a mere perspective transform in the frontal-to-side spectrum while some of the features disappear completely in some examples of the category frontal-to-profile due to occlusion.

Key point classifiers can accommodate linear transform during learning simply by adjusting the sizes of Haar-like features. Accounting for occlusions, in contrast, demands a number of complex adaptations in the tree classifiers (CARTs) that, similar to the avoidance of pruning trees, limits the potential for generalisation.

![Figure 3.37: Detector Performance vs. Azimuth Range Covered.](image)

The graph depicts classifier performance for different ranges of pose-space coverage. Fixing the genuine acceptance rate (GAR), the false acceptance rate (FAR) is plotted against the azimuth range captured. It can be seen that the false acceptance rate increases significantly when covering the full frontal-to-profile spectrum. The increase for the frontal-to-side category compared to frontal detection is, on the other hand, infinitesimal small.

Table 3.9: Detector Performance vs. Azimuth Range Covered. The table shows measured performance characteristics of boosted key point classifiers for the three different ranges of azimuth investigated. Results are averaged over three-fold cross validation using – in each of the 3 runs – 200 positive samples for training and 400 positive samples (plus negatives) for generating the landmarks.
A fast operating tree-based detector would require the presence of a monolithic classifier at root level, covering the full pose space.

Since it has been shown that such a wide band classifier comes with considerable performance trade-offs a more conservative approach will be pursued: detector arrays will be used for achieving a wider coverage of the pose space.

### 3.6.4 Covering Pose Space using Detector Arrays

What fraction of the pose space is to be covered? – Clearly, different recognition applications have different demands. For instance, when aiming for individual identification, only poses that (fully) expose the biometric entity are relevant. For identifying African penguins the azimuth spectrum can, therefore, be limited to $-30^\circ$ to $30^\circ$ since the chest pattern is fully visible only within this range.

On the other hand, behaviour detection in lions demands a maximum degree of pose coverage. However, according to the results presented in Figure 3.37, a single lion detector should cover significantly less than $90^\circ$ azimuth range.

In close approximation to this result, a frontal-side-profile description\(^\text{33}\) is constructed to cover the profile-to-profile range. A total of 5 narrow band detectors are trained for the same key point (nose tip) whereas, exploiting facial symmetry, 2 of them are derived by feature mirroring.

During learning the working areas of narrow band detectors are chosen such that a common genuine acceptance rate (GAR) is reached. Table 3.10 illustrates the performance of the three classifiers that are contained in the frontal-side-profile array.

<table>
<thead>
<tr>
<th>Positive Image Set [I10]</th>
<th>Front $-20^\circ$ to $20^\circ$</th>
<th>Side $20^\circ$ to $60^\circ$</th>
<th>Profile $60^\circ$ to $100^\circ$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1,200</td>
<td>1,200</td>
<td>1,200</td>
</tr>
<tr>
<td>GAR [%] (3-fold cross-validated)</td>
<td>96.5</td>
<td>96.5</td>
<td>96.5</td>
</tr>
<tr>
<td>FAR [%] (3-fold cross-validated)</td>
<td>0.0041</td>
<td>0.0056</td>
<td>0.0083</td>
</tr>
</tbody>
</table>

Table 3.10: Training and Performance of Detectors Recruited. The table shows measured performance characteristics of boosted key point classifiers for the three different classifiers (columns). Results are averaged over three-fold cross validation using – in each of the 3 runs – 800 of the 1200 positive samples for training and 400 positive samples (plus negatives) for generating the landmarks. [wildlife imagery used for the experiment: I10]

\(^{33}\) This form of description is a classic frequently applied in human face detection [37].
Note that, instead of having one belief map per key point, each narrow band detector now produces a separate estimate. Figure 3.38 visualises detections resulting from an application of the frontal-side-profile array to a video sequence of a lion turning sideways.

Figure 3.38: **Frontal-Side-Profile Detection.** The top row images show example detections resulting from the parallel application of frontal (blue), side (green) and profile (red) detectors. The bottom row visualises the according sets of belief maps $P_A$. The three separate RGB colour channels visualise the belief maps of respectively colour-coded detectors. Note that the key point locations of different narrow band detectors vary relative to the surrounding neighbourhood window. [wildlife imagery used for the experiment: 110]

### 3.6.5 Linearly Integrated Multi-Pose Detector

False positive rates (FAR) vary for different classifiers. The profile detector, for instance, shows the highest false positive rate, indicating that profile images of lion faces contain the least class-characteristic set of features.

When integrating diverse narrow band detectors into a single recognition framework there is a need for scaling the classifiers in order to normalise the performance differences found. It is proposed to use the likelihood ratios between two detectors as a relative, linear scaling constant $\alpha$. Picking one detector as the reference (here: the frontal view indexed with 0), a weighting scalar $\alpha_i$ is calculated as the ratio of false acceptance rates at constant GAR:

\[
\alpha_i = \frac{\text{GAR}/\text{FAR}_0}{\text{GAR}/\text{FAR}_i} = \frac{\text{FAR}_0}{\text{FAR}_i}
\]

The measure reflects the performance of the $i^{th}$ classifier compared to the reference classifier ($i = 0$). Table 3.11 shows the resulting values for the lion example.
3.6. Multi-Pose Appearance Detection

Using the constructed set of linear weights, a set of \( n \) narrow band detectors can now be merged into a single detection space (captured in one, pose-invariant belief map \( P_\omega \)) by element-wise integration of their weighted belief maps \( P^i_A \):

\[
P_\omega(x) = \frac{1}{\bar{\alpha}} \sum_{i=1}^{n} (\alpha_i P^i_A(x)) \quad \text{where} \quad \bar{\alpha} = \sum_{i=1}^{n} \alpha_i
\]  

(3.15)

Table 3.11: **Linear Scaling Factors.** The table shows linear scaling factors \( \alpha_i \) with respect to the frontal detector as reference. [wildlife imagery used for the experiment: 110]

<table>
<thead>
<tr>
<th></th>
<th>Front (-20^\circ) to (20^\circ)</th>
<th>Side (20^\circ) to (60^\circ)</th>
<th>Profile (60^\circ) to (100^\circ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FAR [%] (3-fold cross-validated)</td>
<td>0.0041</td>
<td>0.0056</td>
<td>0.0083</td>
</tr>
<tr>
<td>Linear Scaling Factor</td>
<td>( \alpha_0 = 1.00 )</td>
<td>( \alpha_0 = 0.73 )</td>
<td>( \alpha_0 = 0.49 )</td>
</tr>
</tbody>
</table>

Using the constructed set of linear weights, a set of \( n \) narrow band detectors can now be merged into a single detection space (captured in one, pose-invariant belief map \( P_\omega \)) by element-wise integration of their weighted belief maps \( P^i_A \):

\[
P_\omega(x) = \frac{1}{\bar{\alpha}} \sum_{i=1}^{n} (\alpha_i P^i_A(x)) \quad \text{where} \quad \bar{\alpha} = \sum_{i=1}^{n} \alpha_i
\]  

(3.15)

and \( x \in X \) represents the image location. The \( \alpha_i \) are the weights reflecting the relative reliability of classifiers. Intuitively, \( P_\omega \) is patched together by a set of narrow band detectors that cover various areas along one dimension in pose space, i.e. the azimuth. However, regions of response are only fuzzily defined for the narrow band detectors contained.

Figure 3.39 visualises the recognition activity of the 5 narrow band detectors over a video sequence of a lion changing direction. The graph plots the detection confidence (i.e. the value of the belief map at the detection point) against the azimuth. Clearly, there exists a high degree of overlap between detectors in the profile-to-profile spectrum. This phenomenon of ‘pose blur’ results from the fact that positive samples are not crossed during training, e.g. side views are not part of the negative training set for frontals. Thus, classifiers disambiguate habitat patches only, permitting a generalisation over different lion poses.

![Figure 3.39: Pose Blur in Detector Arrays.](image)

Figure 3.39: **Pose Blur in Detector Arrays.** (a) The graph plots the confidence of single narrow band detectors (disambiguated by different colours/shapes) against azimuth over a 10 second video sequence. (b) Images show a selection of corresponding detections. [imagery used for experiment: 110]
The actual calculation of $P_\omega$ can be optimised by factoring out components common to all narrow band detectors. Dissecting Eq. (3.15) by using Eq. (3.9) reveals the inner mechanics of the recognition process:

\[
P_\omega(x) = \frac{1}{\alpha} \sum_{i=1}^{n} \left( \begin{array}{c}
\text{dense belief map} \\
\text{gradient map}
\end{array} \right) \alpha_i \left( \begin{array}{c}
P_E(\omega|x, I) \\
\Delta(G*I)
\end{array} \right)
\tag{3.16}
\]

where $I$ is the image, $G$ is a Gaussian kernel, $*$ denotes convolution and $\Delta$ is the derivative operator. The gradient map is clearly independent from the detector index $i$ and can, therefore, be factored out yielding:

\[
P_\omega(x) = \frac{\Delta(G*I)}{\alpha} \sum_{i=1}^{n} \alpha_i P_E^i(\omega|x, I)
\tag{3.17}
\]

The above calculation suggests to integrate the dense belief maps $P_E^i$ of the narrow band detectors first before multiplying once the resulting map with the noise-filtered gradient map of the image. Figure 3.40 illustrates the optimised construction process.

Figure 3.40: Wide Pose Detector for Key Points. (a) original image with detections of 3 narrow band classifiers (RGB) and the wide pose detection (white), derivative map, and multi-channel dense belief map capturing the three $P_E^i$; (b) the three belief maps visualised as 3D surfaces; (c) The weighted, normalised sum of the belief maps yields an intermediate image $\bar{P}_E$. Element-wise multiplication with the gradient map produces the final detection map $P_\omega$. [wildlife imagery used for experiment: 110]
3.6.6 Virtues and Limitations of Detector Arrays

The detector arrays built cover a significantly wider fraction of the pose space compared to single view classifiers. Since generalisation occurs in all the learned detectors, the resulting array coverage extends far, allowing to track of key points despite natural variance from learned views over several frames in standing, walking, running and turning sequences.

Nevertheless, the array fails to detect species members whenever an animal’s projected appearance departs somewhat significantly from the poses trained. Such scenarios occur during severe body deformation (e.g. roaring in lions, bending in penguins), significant rotational variance (e.g. lion rolling on the ground), change of proportions (e.g. penguin stretching) or partial occlusion (e.g. high grass partially covering a lion’s face). Figure 3.41 illustrates the coverage and limitations of detector arrays on representative lion examples.

![Figure 3.41: Coverage and Limitations of the Multi-pose Lion Detector.](image)

(a) The images illustrate the range of robust applicability of the detector array. The detected key points (thresholded maxima of $P_\omega$) are visualised as coloured dots where the neighbourhood windows and the colouration are selected according to which single view classifier is dominant. (b) The frames shown contain false negatives, that is unrecognised lions. The failure to detect the instances is due to untrained facial expressions, facial rotation, partial occlusion or facial tilt. [wildlife images used: I10]

3.7 Chapter Summary and Outlook

During the course of this chapter an approach to describing the visual appearance of a species has been discussed. The strategy proposed (see Figure 3.42) explains a species by modelling a set of key reference locations within a framework that expands on the basic detection methodology put forward by Viola and Jones [212]. In particular, the learning model (bootstrapped boosting of point-surround descriptors) has been confirmed as success-
ful in extracting visual features typical of a species despite a considerable degree of intra-population variance. The resulting sets of detectors have been tested on real-world animal populations. It has been noted that the detectors effectively cover a wide spectrum of individual pattern variation within a species under various lighting conditions. In addition, methods for predicting the object-related size, proportions and resolution of detectors have been proposed. It has been demonstrated that the detectors are highly efficient for the task at hand: they compactly encode Turing patterns, show supreme localisation properties, and can be executed in close-to-realtime on high-res images. Overall, it has been shown that the cross-validated classifier performance is similar to state-of-the-art detectors for human faces.

Figure 3.42: Summary of the Framework of Semantic Key Points. The chart explains the flow of information in the single-view detection framework proposed.
However, clear limitations of single detectors have been disclosed, including high susceptibility to deep shadows, cryptic resemblance, occlusion, specular reflection, and coarse pose changes. The latter problem class was then tackled using multi-pose detector arrays to significantly widen the pose space covered.

When stepping aside and interpreting the model shown in Figure 3.42 through the eyes of *Gestalt theory* (e.g. summarised in [65, p.305]), the representation of a species can be understood as a hierarchy of visual wholes (the ‘Gestalten’): responses \( h \) of *Haar-like features* around a key point are first combined to shape *complex features* coded as tree classifiers \( h \). Sets of them form *feature groups* coded as linear stage classifiers \( H \), which are arranged in attentional cascades to produce a *point-surround classifier* \( H_\omega \) engineered further into a belief map \( P_A \). Finally, an object is described by a set \( \mathcal{B} \) of various *belief maps*. The approach constitutes a practical example of actually modelling unifying concepts (the ‘Gestaltqualitäten’), which link elements in a visual hierarchy of growing complexity to form ever higher-level components that finally provide evidence on a ‘believed presence’ of objects. Overall, the ‘Gestalt’-rule of *familiar configuration* forms the governing backbone for generating the links of the hierarchy: all Gestaltqualitäten are statistically learned as population-stable *similarities* of appearance in some *proximate neighbourhood*.

Closing the frame of this chapter by referring back to its opening quote, the model mechanics constructed also agree with David Marr’s ‘computational model of visual representation’ [134]: the key point model expands ‘primal sketches’ (that is basic features such as block features and edges) to ‘2D sketches’ (key point classifiers) which are input to more complex classifiers.

It follows Chapter 4 in which the paradigm of *familiar configuration* will be exploited once again – however, this time in order to group the extracted key points and to associate them with instances of single animals in the scene. This will allow for the extraction and normalisation of surface textures in order to identify and compare their *individually characteristic* coat pattern information.
Chapter 4

EXTRACTION OF COAT TEXTURES
BY FITTING SPATIAL MODELS

‘The essence of truth reveals itself as freedom.’ [92]

(Martin Heidegger, 1889 - 1976)

4.1 Chapter Overview

The following chapter is dedicated to the extraction and perspective normalisation of texture patches from regions of the animal surface that are of biometric interest for individual identification.

**Grouping Key Points.** In the first part of the chapter a technique for grouping the previously extracted key points is described. All key points belonging to an individual animal instance are grouped into a common entity. A viewer-centred, spatial model structure termed *feature prediction tree* is utilised to create these associations based on learned, species-typical spatial configurations of key points.

**Rigid Model Fitting.** Each group of key points is then interpreted as an anchor set on a *single individual’s* surface, providing a *correspondence set*, i.e. a sparse mapping between particular image locations and key surface positions on the species they represent. The correspondence sets are used to control the texture extraction where rigid surface models are fitted to the object instances by solving least square terms that approximate the projection parameters according to the correspondences of an individual. In this way the surface of the animal is approximated by a representation that provides a *dense mapping* from image locations to the species surface of interest.

**Back-Projection.** In a final step, this dense relationship is used to extract a pose-corrected texture by back-projection onto the model and re-rendering the model in a standard pose.
4.2 Grouping of Key Points and Association to Animal Instances

4.2.1 Interpreting Key Point Evidence

So far, the description of animals has been given as a component-like representation by key points that reflect the appearance evidence for particular surface points on animal coats.

However, scenes often contain multiple animals, so different instances of the same key point class (e.g. penguin top-centre chest) have to be associated to different animal instances. Figure 4.1 exemplifies such a multi-object scenario where the appearance-based key point evidence is visualised in the form of gradient-supported belief maps as discussed in the previous chapter.

Figure 4.1: Key Point Evidence. (a) The frame shows a complex scene containing multiple penguins. (b) The visualisation illustrates the key point evidence extracted from the scene. All eight key point classes trained for penguins are depicted by superimposition of the eight gradient-supported belief maps $P_A$ where each key point class is represented by a different colour (see model penguin). Detections of the most reliable ‘master’ key point, i.e. the centre of the top chest stripe, are visualised by blue points. This key point will be used as a root anchor to guide the exploration of further evidence in order to avoid an expensive extraction of the full evidence map for all key point classes over the entire image space. [wildlife images: 101]

This section will focus on searching for and grouping together key points that are spatially configured according to characteristic poses$^1$ typical of the species, thus, likely to represent one individual. Most essentially, a model structure is required to determine the degree of spatial fit between an encountered spatial configuration of key point evidence in the image, as exemplified in Figure 4.1(b), and key point configurations that represent valid species poses.

---

$^1$As discussed in the previous chapter and illustrated in Figure 3.39, the employed statistical multi-pose detectors only coarsely approximate pose and are inherently restricted to the pose dimensions they resolve. Thus, a geometrical reconstruction from multiple key points is pursued.
4.2. Grouping of Key Points and Association to Animal Instances

Similar to pictoral structures [62], it is proposed to measure the cost for grouping a set of key points by considering 1) the matching costs for each key point based on appearance (as shown in Figure 4.1(b)), and 2) the deformation costs for fitting each key point with respect to its position in a spatial model. The extraction procedure for appearance fit has been described in the previous chapter (see Eq.(3.9)). A spatial model that explains valid configurations of sets of key points is left to be modelled.

4.2.2 Flexibly Linked Affine Domains and Tree Search

A number of different strategies have been suggested in the literature in order to explain a spatial configuration by relations between object components (represented here by the classes of key points). For instance, pictoral structures [60] define a network (usually a tree shape) composed of pairwise relationships\(^2\) whilst other representations attempt to encode a location by considering all other locations in some neighbourhood [28].

For the task at hand it is proposed to consider only a subset of other locations and capture the structure of spatial component configurations of an object in a chain of affine relationships between the components. The chain is built from constraints. In each constraint three known key point locations (\(\bar{x}_m, \bar{x}_n, \bar{x}_o\)) are used to provide an affine reference system to describe the location of a 4th point \(x_i\). Thus, given a set \(\bar{X}\) of key point locations, a constraint for the spatial position of another key point \(x_i \notin \bar{X}\) is modelled by:

1) three key point identities (\(\bar{x}_m \in \bar{X}, \bar{x}_n \in \bar{X}, \bar{x}_o \in \bar{X}\) that span an affine domain,
2) a position \(\bar{a}\) in this domain that predicts the position of \(x_i\), and
3) a Gaussian \(G\) that models the prediction uncertainty based on the expected deviation of \(x_i\) from the position \(\bar{a}\).

The concept of building a chain of component relations by expanding the set \(\bar{X}\) of key points via iterative addition of predicted points \(x_i\) is schematically illustrated in Figure 4.2(a). The positional uncertainty (represented by ellipses) of predicting a key point \(x_i\) in an affine domain is given as the value of a Gaussian \(\mathcal{P}_d = G(\bar{a} - f(\bar{x}_m, \bar{x}_n, \bar{x}_o)(x_i))\) where \(f\) is the projection of \(x_i\) into the affine system.

\(^2\)Eq (2.15) describes the pairwise relationships in pictoral structures by cost measures \(d\).
4.2. Grouping of Key Points and Association to Animal Instances

For each suspected object instance a progressive search for further key points is modelled along the branches of a tree (see Figure 4.2(b)) starting at the root. Depth-first search with backtracking in this feature prediction tree (FPT) allows to explore the quality of fit for different configurations of key points along the most promising paths. Note that this strategy models the process of image exploration as a sequence of prediction steps: the tree structure is learned offline and encodes the most stable search passes through the key point set of an object, so that at each point during a later online search the tree can provide information on which key point to search for next and where to search for it.

4.2.3 Components of a Feature Prediction Tree

A particular key point – for penguins the centre of the top chest stripe, in general, the most reliable key point which can be seen in all poses of interest – forms the tree roots, initial seed points that are stipulated based on pure appearance information. The associated key point detector is executed over the entire image (exhaustive search) and all detected instances of this class are used as a root for a separate tree, each of which represents a potential animal detection.

Starting from this root node, the tree models possible pathways for interpreting a key point configuration as an object instance in a flexible, sequential manner. The different components of an FPT are schematically depicted in Figure 4.2(b). While the tree structure (i.e. the edges) is learned offline the nodes hold data that is evaluated online:
4.2. Grouping of Key Points and Association to Animal Instances

The tree components can be understood as follows:

- **edge**: holds a key point class $i$ to search for and an affine constraint with parameters $\bar{a}$, $\Sigma$ and $(m,n,o)$ where the latter is a subset of feature classes in nodes on the path to the root;
- **root**: holds the position of an initial key point found via exhaustive search;
- **node**: holds (only if evaluated) the predicted location of a feature instance $x_i$ of the node specific class and the model evidence $L$ calculated for the path from node to root;
- **leaf**: represents a particular configuration of key points, which is defined by the key points along the path to the root;

4.2.4 Gathering Structural Sample Data from Animation

The tree structure is learned from sets of typical poses. In order to create necessary training information, that is valid configurations of key points, a deformable 3D model (see Figure 4.3) carrying $N = 8$ surface key points $\tilde{X} = [\tilde{x}_1, \ldots, \tilde{x}_i \in \mathbb{R}^3, \ldots, \tilde{x}_N]$ around the chest area was animated through $T$ animation steps. The model was observed through $H = 3$ different virtual cameras placed in front of the model to register different view aspects in near-frontal poses as covered by the key point detectors.

![Figure 4.3: 3D Model used for Training.](image)

(a) an African penguin with its skeleton superimposed; (b) penguin skeleton, note the double ‘S’ of the spine; (c) 3D model used, the double ‘S’ is modelled using a virtual skeleton (yellow); (d) stretching the spine yields a significant neck extension.
4.2. Grouping of Key Points and Association to Animal Instances

During animation the cameras generated a set of $M = HT$ model projections, hence $M \times N$ projections of model key points $\tilde{x}_i$ were registered. These observations were stacked into a matrix $X \in \mathbb{R}^{M \times N}$ where each row $[x_{i1}, ..., x_{ij} \in \mathbb{R}^2, ..., x_{iM}]$ contained the measured 2D vertex coordinates of one of the $N$ key points. Columns, indexed by $j$, described a particular configuration of key points which will be referred to as a formation.

To preserve information about the occlusion of key points by the object itself, a second matrix $V \in \mathbb{R}^{M \times N}$ with elements $v_{ij} \in \{0 = \text{invisible}, 1 = \text{visible}\}$ was saved holding values that indicate the visibility of features $\tilde{x}_i$ in different formations.

4.2.5 Tree Construction

For each node of the tree let $F$ describe the set of key point classes associated to the edges on the path from the node to the root and let $\bar{X}$ hold their hypothesised locations. In order to expand the tree (initially just the root) the most predictable key point class $i$ is found based on three measures:

First: Can the key point be seen?

The co-visibility $P_{\text{vis}}(i)$ of the class $i$ with respect to $F$ is calculated as the fraction of possible formations that contain a key point of class $i$:

$P_{\text{vis}}(i) = \frac{|\{ j \mid (v_{ij} = 1) \wedge (\forall k \in F : (v_{kj} = 1))\}|}{|\{ j \mid \forall k \in F : (v_{kj} = 1)\}|}$ (4.1)

where $|.|$ is the set cardinality. Rare key points (only visible in a few poses) are ranked low.

Second: Can the key point be reliably found by its appearance?

The relative success rate of the appearance classifier of the class $i$ is of interest, calculated as:

$P_{\text{app}}(i) = \frac{\text{GAR}}{\text{FAR}_0} = \frac{\text{FAR}_0}{\text{FAR}_i}$ (4.2)

where FAR$_0$ is the false accept rate of the best performing key point detector, FAR$_i$ is the false accept rate of detector associated to class $i$, and all FAR’s are measured at a constant genuine accept rate.
Third: Can the position of the key point be reliably predicted?

The most stable affine system for a prediction of the key point class \(i\) given \(F\) is determined by calculating the spatial precision of the estimation in the training data.

Let \(P = \{p\} = \{(m, n, o)\}\) be the set of all triples from the set \(F\). Let \(V_i^P\) be the set of indices of formations for which all key point classes \(m, n, o\) and \(i\) are visible. and let \(a_{ij}^P\) be the location of \(x_{ij}\) projected into the affine system \((x_{mj}, x_{nj}, x_{oij})\) given by the observed formation \(j\). Then for each triple \(p = (m, n, o)\) the variance \(\Sigma_i^P\) over all predictions \(a_{ij}^P\) observed during training is:

\[
\Sigma_i^P = \frac{1}{|V_i^P|} \sum_{j \in V_i^P} (a_{ij}^P - \mu_i^P)^2 \quad \text{where} \quad \mu_i^P = \frac{1}{|V_i^P|} \sum_{j \in V_i^P} a_{ij}.
\]

The affine system \(p\) with the smallest variance shows the highest precision of spatial prediction. This variance is chosen to represent the affine localisation potential:

\[
\mathcal{P}_{Loc}(i) = \min_p(\Sigma_i^P)
\]

The measure is associated to an affine constraint with the parameters \(\hat{p} = \arg\min_p(\Sigma_i^P), \bar{a} = \mu_i^P, \text{ and } \Sigma_i^P\).

The ‘predictive potential’ for a feature class \(i\) given a set \(F\) of detected feature classes is finally assembled from the three factors:

\[
\mathcal{P}_{Pot}(i) = \frac{\mathcal{P}_{Vis}(i)}{\text{visibility}} \frac{\mathcal{P}_{App}(i)}{\text{recognisability}} \frac{\mathcal{P}_{Loc}(i)}{\text{localisability}}
\]

By evaluating \(\mathcal{P}_{Pot}\) for all classes \(i \notin F\) the key point classes are ranked. Using this ranking, edges (i.e. constraints) are subsequently added for top ranking classes until these classes cover all formations that are possibly visible given \(F\).

The procedure of adding edges is stopped if \(\mathcal{P}_{Pot} = 0\) or all visible features are determined, in which case a leaf is added and the branch is closed. Figure 4.4(a) illustrates the FPT built for penguins in the form of a colour-coded tree where node colours are chosen according to the feature class they represent.
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4.2.6 Greedy Detection: Depth First Search with Backtracking

During detection, the nodes of the graph are evaluated starting from the root in a depth-first search. The graph is navigated top-down to leaves along the edges with the highest predictive potential first. For each node the image is searched for the assigned feature $i$, i.e. $P_A^i$ is locally evaluated in an area $D_i$ around the predicted location according to the expected variance and the appearance structural evidence is calculated for the path from the root up to the node as:

$$L = \frac{1}{|F|} \sum_{i \in F} \max_{x \in D_i} \left( \frac{P_A^i(x)}{\text{appearance evidence}} + \frac{P_S^i(x)}{\text{Gaussian prediction}} \right)$$  \hspace{1cm} (4.6)

The measure $L$ is stored in the node. A path is discarded and backtracking is applied in the case that the evidence $L$ of a node drops below a rejection threshold. The search is continued until all branches are searched or a leaf is reached with evidence above an acceptance threshold, indicating a detection. Note that dynamic programming aids the search since subproblems overlap, e.g. different paths share common features and, thus, $P_A^i$ is not evaluated multiple times. Successful matching naturally yields a correspondence set for all the features in the nodes along the found path from root to leaf. Figure 4.5 visualises the correspondence set for a scene containing multiple penguins.
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Figure 4.5: **Key Point Assignment using Feature Prediction Trees.** (a) Key points confirmed by the FPT model. Key points (dots) are colour-coded by type superimposed on the original luminance image and the key point belief maps. Note that one initialised FPT did not produce a detection, thus one master key points was dropped (see white arrow). (b) Confirmed points colour-coded so that two key points found by the same FPT carry the same colour. Since complete biometric entities (fully visible spot patterns) are required for the later individual identification, only frontal and near-frontal detections are forwarded to the biometric extraction components. For the above example only the individuals labelled in blue, red and green are used. [wildlife images: I01]

4.2.7 Case Study of Operation and Error Rates

This section briefly quantifies performance aspects of the approach for the case of detecting near-frontal instances of penguins in the image depicted in Figure 4.5.

The initial seeding of the most reliable key point (top chest) by appearance alone – as described in the previous chapter (see Eq.(3.9)) – leads to an initialisation of 6 detection trees. Figure 4.6(b) highlights the seed points detected whilst Figure 4.6(a) depicts the original image with annotations of the animals not found by the seeding process. Note that these 5 (mainly occluded) animal instances are not considered for any further detection, thus, in this particular image 45% of animals remain untested since no seed can be put in place.

Figure 4.6: **Seeding of the Detection.** (a) Original image and (b) location of the six seed points (white arrows) highlighted in the appearance-based belief map calculated using Eq.(3.9). Note that not all animals in the scene spark a seed. The appearance information of a number of partly occluded animals (highlighted by red arrows in (a)) is insufficient to produce a seed point. [wildlife images: I01]
In order to interpret the further detection process, for each of the six seed points the tree based search was performed and the quality of fit $L$ given in Eq. (4.6) was recorded at different stages of the detection process, starting with the initialisation at the root and ending with either a detection of an animal instance or the rejection of the seed point whenever no path in the tree yielded a successful match.

This process is exemplified on a single detection for the animal depicted as seed point 6 (right closeup penguin) in Figure 4.6(b). After seeding, further key points are subsequently searched for according to a next untested path of the tree (see Figure 4.7(c)). The image support from different key points along the path from the root was recorded and is visualised as a solid curve in Figure 4.7(a), the resulting development of the overall quality of fit $L$ for the path was calculated after Eq. (4.6) and is depicted as a stroked line.

It can be seen that at tree depth 5 the image support turns out particularly low. As a result, the overall fit (stroked line) runs beneath the rejection threshold (horizontal grey line) and, thus, causes a rejection of the path altogether. As a result, backtracking to the last branching node (red) is performed and another path is tested.

A successful detection can finally be established with path E where a leaf is reached without breaking the rejection threshold at any point during the evaluation of the path. Figure 4.8 illustrates this case, again depicting the development of the quality of fit during detection.

Overall 5 out of the 11 animals present in the particular scene (i.e. approx. 45%) were successfully detected as shown earlier in Figure 4.5. Since the method is not robust with
regard to missing key points, i.e. it can not perform partial matching, occlusion constituted the main reason for failure to detect animal instances. However, all non-occluded animals were detected and no false positive detections were observed in this particular image.

**Figure 4.8: Path Testing Resulting in Acceptance.** (a) qualitative study of the contribution of nodes (solid line with colours indicating tested key point) and development of the quality of overall fit \( L \) (stroked line); (b) relevant section of the appearance-based belief map with superimposed spatial locations (coloured discs) of key points detected; This configuration provides the detection result as shown in Figure 4.5(b) for the whole scene; (c) visualisation of the successfully tested path, in this particular case the animal is assigned path E which represents a frontal view;

In order to quantify the detection performance on a small image collection, 20 different images containing penguins in near frontal poses (exemplified in Figure 4.9) similar in content to the one depicted in Figure 4.6(a) were subjected to the detection algorithm.

**Figure 4.9: Selection from the Sample Set.** The figure illustrates three representative images from the test set used for testing the performance of the method.

The detections were then compared against a manually annotated ground truth. Subsequently, separate detection rates for 1) all animals present in an image, 2) only non-occluded animals, as well as 3) non-occluded and lightly occluded animals together were calculated. Figure 4.10 depicts the results. It can be seen that, while showing excellent
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Figure 4.10: Detection Performance. The diagram visualises the detection rates (yellow bars) exhibited by the proposed method while tested on a small sample set of 20 images. The particular detection rates for the one sample image shown in Figure 4.6(a) are depicted by blue bars. Note that no false positive detections were observed. The diagram confirms that the method is well suited to detect non-occluded animal instances while occlusions lead to failure to detect.

performance in detecting non-occluded instances, the detection performance drops rapidly when occluded instances are taken into consideration.

4.2.8 Brief Discussion of Virtues and Drawbacks

It has been shown that the technique’s robustness to occlusion is very limited. However, occluded instances are of little interest since biometric identification requires the full spot pattern to be visible. Thus, only non-occluded, frontal and near-frontal positions are forwarded to the biometric extraction components.

FPT’s rapidly produce a landmark association to objects by greedy maximisation over the combined image support for appearance and structure. Note that the size of the tree is highly dependent on the object structure (e.g. the tree collapses to a single branch for a truly affine object). Also note that the approach predicts and thereby restricts the area of feature search (see Figure 4.4(b)), reducing the computational cost for the extraction of appearance evidence.

Although the model presented seems an ‘overkill’ for the association task (especially given the later use of rigid models for texture recovery), it offers a promising prospect for future extensions that may include the posing of flexibly adjustable 3D models on the basis of the sparse correspondences. Some ground breaking work by Huang et al. [97] on approximating 3D human face structures from 2D content based on 3D morphable models (after an initial, currently manual posing) could lead the way to an interesting future research direction. However, correspondences do not provide an explicit representation of a dense surface projection as needed for texture extraction – thus further modelling is required.
4.3 Texture Extraction

4.3.1 Fitting Affine Surface Models

A globally affine texture description provides only a basic approximation of the transforms that an animal coat may undergo. Nevertheless, the current software prototype uses an affine representation since it is quick and easy to evaluate on client machines actively observing a colony. However, note that the subsequently applied biometric matching techniques – which are executed on a specially dedicated server – take skin deformations explicitly into account (see Chapter 6). Preliminary work on more complex surface models will be presented at the end of this section in order to illustrate potential system expansions.

An affine representation approximates a surface region as planar where the scale, rotation, shear and translation (six degrees of freedom) of the surface are considered. A model can then be mapped to an image instance according to a basic linear relationship:

\[
\text{(AFFINE PROJECTION)}
\]

\[
x = A \tilde{x} + t
\]

where \( \tilde{x} \in \mathbb{R}^2 \) is a model point, \( x \in \mathbb{R}^2 \) is an image point, \( A \in \mathbb{M}_{2 \times 2} \) is a linear transform and \( t \in \mathbb{R}^2 \) is a translation vector. Since three points (covering the six degrees of freedom) fully describe a 2D affine reference system, three correspondences \((x_i, \tilde{x}_i)\) between the affine model and an image instance are sufficient to provide an estimate for both \( A \) and \( t \).

Thus, the location of only three sparse key points can provide the information for an affine transform of dense textures. Warping according to this projection from the posed model into a normalised pose (standard scale at orthogonal view, no shear) can be used to implement the texture transform. Figure 4.11 illustrates the process on three examples.

Figure 4.11: Affine Texture Extraction. Three key point correspondences are sufficient to fit a basic, affine surface model. Warping the patch of interest of the underlying texture into a standard projection yields an affinely normalised texture patch. (wildlife images: I01, I02)
4.3.2 Affine Least Squares Fitting

Since only frontal and near-frontal images are permitted for further biometric analysis, at least six key point correspondences are available for all penguin instances of interest.

In order to increase the robustness of the model fitting by combining all of the observed correspondences instead of using merely three measurements, a standard least squares approximation is used to model a consensus over all points. (Note that coarse outliers are suppressed by the previously applied FPT fit.) Rewriting Eq. (4.7) in homogenous coordinates for model points yields:

\[
\begin{bmatrix}
  x \\
  y \\
  1
\end{bmatrix} =
\begin{bmatrix}
  a_{11} & a_{12} & t_1 \\
  a_{21} & a_{22} & t_2
\end{bmatrix}
\begin{bmatrix}
  \tilde{x} \\
  \tilde{y} \\
  1
\end{bmatrix}
\]

(4.8)

For the purpose of retrieving the projection \( A \) by six correspondences \((x_i, \tilde{x}_i)\), the observations are first stacked into matrices \( X = [x_1 \ x_2 \ x_3 \ x_4 \ x_5 \ x_6] \) and \( \tilde{X} = [\tilde{x}_1 \ \tilde{x}_2 \ \tilde{x}_3 \ \tilde{x}_4 \ \tilde{x}_5 \ \tilde{x}_6] \) where \( X \in \mathbb{M}_{2 \times 6} \) and \( \tilde{X} \in \mathbb{M}_{3 \times 6} \). The projection matrix \( A \) is then recovered as:

\[
A = X\tilde{X}^T(\tilde{X}\tilde{X}^T)^{-1}
\]

(4.9)

and the surface texture is retrieved by warping as explained before. Note that this affine model still describes a ‘flat’ geometry, i.e. the texture is modelled as merely sitting on a plane. Future extensions to the software prototype will address this problem.

4.3.3 Experiments with 3D Surface Models and Future Research Directions

This last section of this chapter now presents preliminary work on 3D model fitting and discusses the biometric benefits and prospects of using further advanced surface descriptions.

In general, true 3D models are needed in order to represent surface curvatures and account for occlusions. However, a weak perspective projection of these models appears to be sufficient since the animals are registered within a highly constrained range of distances. As a result, the encountered variance in depth is small. So neglecting the distortions of the content of interest due to depth variations, an orthographic projection scaled by a factor inversely proportional to an average depth \( Z \) can be used to approximate the mapping from
a 3D model space into the 2D image space. This weak perspective projection can formally be expressed by:

\[
\begin{align*}
\mathbf{x} &= \begin{bmatrix} x \\ y \end{bmatrix} = \frac{1}{Z} \begin{bmatrix} f_x & 0 & r_{11} & r_{12} & r_{13} & t_1 \\ 0 & f_y & r_{21} & r_{22} & r_{23} & t_2 \end{bmatrix} \begin{bmatrix} \tilde{x} \\ \tilde{y} \\ \tilde{z} \\ 1 \end{bmatrix} = \mathbf{A} \tilde{\mathbf{x}} 
\end{align*}
\]

where a world point \( \tilde{\mathbf{x}} \in \mathbb{R}^4 \) (homogeneous coordinates) is projected onto an image point \( \mathbf{x} \in \mathbb{R}^2 \), \( f_x \) and \( f_y \) are the magnifications in the two image directions, \( Z \) reflects the average scene depth, \( t_1 \) and \( t_2 \) determine the translation, the coefficients \( r_{ij} \) encode rotations, and the matrix \( \mathbf{A} \in \mathbb{M}_{2 \times 4} \) encodes the entire projection as a linear map.

In order to fit a 3D model according to (at least four) correspondences \( (\mathbf{x}_i, \tilde{\mathbf{x}}_i) \), the projection has to be approximated. First the key point observations are stacked into matrices \( \mathbf{X} = \begin{bmatrix} \mathbf{x}_1 & \mathbf{x}_2 & \ldots & \mathbf{x}_i & \ldots & \mathbf{x}_n \end{bmatrix} \) and \( \tilde{\mathbf{X}} = \begin{bmatrix} \tilde{\mathbf{x}}_1 & \tilde{\mathbf{x}}_2 & \ldots & \tilde{\mathbf{x}}_i & \ldots & \tilde{\mathbf{x}}_n \end{bmatrix} \) where \( \mathbf{X} \in \mathbb{M}_{2 \times n} \) and \( \tilde{\mathbf{X}} \in \mathbb{M}_{4 \times n} \). Using the same concept as in the affine case, the projection matrix \( \mathbf{A} \) is recovered using, again, a standard least squares solution of the underlying linear system as outlined earlier in Eq. (4.9).

The projection \( \mathbf{A} \) is used to extract a pose-corrected texture by first back-projection onto the model and then re-rendering in a standard pose. Figure 4.12 illustrates 1) the 3D model used for the fitting process, and 2) a preliminary result of the process of pose normalisation.

![Figure 4.12: Texture Correction by Posing a 3D Model.](image)

(a) Wire-frame visualisation of the 3D model employed; (b) The 3D model fitted based on 5 key point correspondences; Note the inaccuracies of fit. (c) Back-projection, textured model (right) next to the original; (d) Rendering the model in a standard view produces a pose-corrected texture. Note the occluded texture (black).
An integration of the 3D surface fitting technique into the software prototype could open the path 1) to a biometric identification of subpatterns by considering the area of spatial overlap of patterns, and 2) to a further improvement of the distortion normalisation by accounting for curvature and (weak) perspective distortion effects.

As already indicated, a rigidly posed model could be used as the initialisation stage of a 3D morphable model [97] in order to recover even more detailed descriptions of a surface. However, in order to build and apply morphable models, the 3D parameter space for valid ‘penguin surfaces’ and ‘penguin textures’ must be stipulated by collecting significant numbers of real-world 3D sample scans of the object of interest. This poses a number of practical as well as ethical questions on how to produce a database of wild animal scans.

4.4 Chapter Summary and Outlook

In this chapter it has been illustrated how the sparse, component-like surface representation via key points can be exploited to extract dense and pose-corrected surface textures of biometric interest.

A spatially flexible model for spatial model representation and detection termed feature prediction trees has been used to achieve an assignment of key point instances to animal instances where the flexible configuration of landmarks has been modelled by several affine domains linked by Gaussians.

The resulting correspondence sets have then been exploited for fitting geometrical surface descriptions that allowed for the extraction of pose-corrected texture maps. It was outlined that the current prototype uses an affine correction model whilst future expansions of the system will focus on fitting 3D models in order to account for curvature, perspective distortions and partial occlusion.

The next and final content chapter of this thesis will discuss the utilisation of the extracted texture patches for biometric identification, that is to isolate unique components from these animal textures and associate them with individual identities. The recognition of individual members of the species’ population will complete the proposed ‘locate-pose-identify’ methodology and open a path to the practical identification of individual animals.
5.1 Chapter Overview

The following chapter culminates the theme of the thesis. It demonstrates how features of Turing-like coat textures can be utilised to achieve an identification of individual animals. In particular, the chapter presents two biometrically motivated algorithms which are applicable to animal populations. That is 1) an image processing technique that extracts sparse sets of individually unique landmarks by combining a bandpass filter with a curl detector that operates on the gradient direction field, and 2) a representation and comparison framework that expands on shape contexts [20] and uses the earth mover’s distance [172] as well as the Hungarian method [115] for associating detected landmarks with animal identities.

The techniques are then evaluated based on experiments conducted in a colony of African penguins. Finally, the chapter concludes by discussing the influence of random pattern correspondence on the system’s identification performance and reflects on the prospects and limitations of visual animal monitoring using coat textures as biometric entities.

5.2 Sparse Landmark Signatures from Coat Patterns

5.2.1 Generality of Spatial Phase Singularities

A multitude of animals exhibit prominent pattern elements in the form of spots, line endings and/or bifurcations on their coats. Figure 5.1 illustrates that these features are commonplace in coat markings across the animal kingdom. For Turing patterns, in particular, the features represent visual evidence for underlying phase singularities, i.e. locations of un-
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Figure 5.1: Spatial Phase Singularities in Coat Patterns across the Animal Kingdom. The images show examples of phase singularities (highlighted by white spots) in coat patterns occurring in diverse animal species.

defined gradient orientation in the system of pattern-inducing substance concentrations\(^1\). These specific landmarks embody characteristics of a particular system evolution and, thus, carry information on the identity of individual animals.

In order to utilise the geometrical configuration and topological typing of singularity landmarks for animal authentication and identification, the temporal persistence of the physiological landmark features must be guaranteed. This property will now be briefly discussed for the two sample species, that is for plains zebras and African penguins.

5.2.2 Fixation and Permanence of Landmarks

As a matter of fact, all zebras are born with a finalised, topologically permanent and geometrically robust\(^2\) stripe pattern. African penguins, in contrast, are subjected to several moults before developing a persistent adult plumage. According to careful observations on several individuals, chest patterns only remain constant after a bird has undergone the second moult which coincides with the development of a prominent neck stripe\(^3\).

---

\(^1\)Spatial phase singularities are discussed in detail in Section 2.5. Note that there exist biologically relevant Turing systems such as (rotating) spiral structures [117] which do not exhibit phase singularities.

\(^2\)The landmark geometry is not truly rigid: breathing, locomotion, pregnancy etc. – all alter the geometry.

\(^3\)The temporal coincidence of the development of the chest stripe and the permanent spot pattern allows the species detector to select only stable adult patterns. However, the strict additive nature of the lay-down process may permit for future work on a partial spot pattern recognition scheme.
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Figure 5.2 illustrates this pattern evolution on the chest of an individual African penguin at the relevant phase of its plumage maturation.

Figure 5.2: Spot Pattern Development in an African Penguin. The time line of photographs visualises the final stages of the incremental lay-down of an African penguin’s chest pattern. Newly occurring, initially very faded spots are highlighted by red arrows whilst blue arrows confirm previously existing spots. Notice that the pattern only remains constant in the final two images where the the chest stripe also appears matured. Note that, despite the possibility of spots merging with the developing stripe, the maturation process is additive in its nature. [photos courtesy of R Sherley: 101]

Once the adult coat pattern is fully developed the spot configuration is topologically persistent, that is the specific colouration of feathers is regrowing after moults between seasons.

Figure 5.3 provides visual evidence for this phenomenon, showing photographic material of African penguins taken at particular nesting sites over substantial periods of time. The images confirm the reoccurrence of the same (highly unusual) pattern in different years.

Figure 5.3: Permanence of Spot Patterns in African Penguins. The images exemplify the persistence of chest patterns. The two individuals shown carry particularly abnormal patterns that remained stable over a period of several years. (As a side note: these two specific birds are not identified as African penguins by the species detector due to their strong pattern teratology.) [photos courtesy of PJ Barham: 101]
5.2.3 Detection of Sparse Points in Dense Coat Textures

Spatial phase singularities can be interpreted as a special class of interest points where the biometric focus lies on a high *repeatability* of their detection on coat textures and *robustness* against imposter features. To achieve this, spectral as well as directional properties will be analysed in order to infer the locations and types of landmarks in coat textures.

A prototypical spatial phase singularity in a Turing pattern I has the following properties:

1. **Extrema.** The relevant localisation information is locked around dominant, species-typical frequencies $f_x$, i.e. the equivalents of the anticipated local line or spot wavelengths $\lambda_x$ – as illustrated in Figure 5.4(a)-(b) – where the function $f_x$ assigns a frequency of interest to each location $x$. At this value spatial phase singularities represent extreme points of the image function as shown on a spot feature in Figure 5.4(c).

2. **Local Gradient Curls.** A landmark is surrounded by (at least partial) curls of the spatial gradient direction $\Theta_f$ as exemplified in Figure 5.4(d). Thus, in a digital representation, at the tip of the curl (i.e. at the actual singularity) pixels exhibit high values of the spatial phase gradient $\nabla \Theta_f$.

![Figure 5.4: Dominant Frequency Field and Gradient Direction Field.](image)

(a) (b) (c) (d)

In real animal textures the two properties are often ‘quantitatively compromised’ due to noise induced by fur or feather coverage, faded patterns, shadows and/or pattern degenerations. However, it will be shown that – used in conjunction – the two properties provide

---

4The curling property of the spatial phase gradient has been used before in the *Bray-Wikswko algorithm* [26] for identifying phase singularities in cardiac signals. Note that, although all phase singularities represent corners, not all corner points are spatial phase singularities (counterexample: corner of a large rectangle).
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a set of characteristics that offers both a spectral constraint for an effective noise suppression and a structural constraint for an accurate localisation. For the practical extraction of landmarks, a sequence of four image processing steps is proposed:

1. **Bandpass Filtering.** First, the relevant frequencies around \( f_x \) are isolated into an image \( I_f \) by convolution using a *Difference of Gaussians* (DoG) to approximate a Laplacian of Gaussian (LoG) bandpass kernel\(^5\), i.e. \( I_f \approx \nabla^2 G_f \ast I \). Figure 5.5(a)-(d) illustrates the creation of the bandpass-filtered signal \( I_f \).

2. **Extraction of Gradient Directions.** Second, the gradient direction field \( \Theta_f = \arctan \left( \frac{\partial G_f \ast I}{\partial y} \left( \frac{\partial G_f \ast I}{\partial x} \right)^{-1} \right) \) is calculated. Note that filtering by a low pass is essential to control the sensitivity of \( \Theta_f \) with regard to noise as shown in Figure 5.5(e)-(f).

---

\(^5\)The DoG is used to approximate a Laplacian of Gaussian (LoG) \( \nabla^2 G_f = -\left( \frac{x^2 + y^2 - \sigma^2}{\sigma^4} \right) e^{\frac{x^2+y^2}{2\sigma^2}} \) kernel which is depicted in Figure 5.5(a). As shown by Koenderink [110], Gaussians are highly suitable for scale space analyses. In fact, a multitude of blob detectors exist which use Gaussian kernels. Some of them have been shown to provide minute performance improvements compared to LoG such as the Determinant of the Hessian (DoH) [16].

---

![Figure 5.5: Spectral Confinement.](image)

(a) Laplacian of Gaussian (LoG) or ‘Mexican Hat’ kernel; (b) texture map \( I \) of a penguin chest; (c) the bandpass-filtered map \( I_f \) – the spots are clearly amplified since (d) the transfer function of the LoG kernel peaks at \( f_x \); (e) the gradient direction field \( \Theta \) of a zebra texture \( I \); (f) The gradient direction field \( \Theta_f \) of the bandpass-filtered image \( I_f \) highlights the information-bearing gradient directions: relevant curls of the spatial phase gradient (one is indicated by an arrow) are amplified and noise is effectively suppressed. [original animal images used: I01, I02]
3. **Curl Detection.** In order to probe the neighbourhood of a location \( x \) for a phase curl, a set of \( m \) phase histograms \( h_x \) is built by counting phase directions in disc-shaped neighbourhoods of radii 1 to \( \lambda_x/2 \). The \( L_2 \)-distance of each histogram from an even distribution\(^6\) is then added in a weighted form into an accumulator array \( a(x) \) (see Figure 5.6(a)). Formally, the calculation of \( a(x) \) can be summarised as follows:

\[
a(x) = 1 - \frac{M}{\text{normalisation}} \sum_{j=1}^{m} \left( \frac{(1 + m - j)}{N} \sum_{i=1}^{n} \left( h_x(i) - \frac{|D_j^x|}{n} \right)^2 \right)
\]

where the \( h_x(i) = \sum_{d \in D_j^x} 1 \) if \( i = 1 + \left\lfloor \frac{n \Theta_f(d)}{2\pi} \right\rfloor \) represent the bin values of the \( n \)-bin phase histograms of mean bin value \( \frac{|D_j^x|}{n} = \frac{1}{n} \sum_{i=1}^{n} h_x(i) \), \( D_j^x \) is a disc-shaped neighbourhood around \( x \) of radius \( \frac{\lambda_x}{2m} \), \( \Theta_f \) is the gradient direction, \( |.| \) represents the set cardinality, \( I_f = G_{f_k} * I \) is the filtered texture image, \( G_{f_k} \) are Gaussian kernels, and \( M \) and \( N \) are normalisation terms\(^7\) which ensure that \( a(x) \in (0, 1) \).

---

\(^6\)For a location to be the centre of a complete (\(= 360^\circ \)) curl of the phase gradient in \( I_f \), all gradient directions must be present in equal quantities over a disc-shaped neighbourhood \( D_x \) of diameter \( \lambda_x \).

\(^7\)The normalisation constant \( M = \frac{2}{m^2 + m} \) balances the importance weights whereas \( N = |D_j^x| \sqrt{\frac{1-n}{n}} \) describes the maximal cumulative residual of a histogram (in the case all gradients in \( D_j^x \) aim at the same direction). For the implementation, the user-defined parameters were chosen to be \( m = \lambda_x/2 \) (no. of different neighbourhoods) and \( n = 8 \) (no. of different histogram bins to resolve phase). Note that the importance weight in Eq. (5.1) decreases with the size of the neighbourhood, i.e. adjacent gradient curls are given higher relevance. As a result, the accumulator array \( a(x) \) shows distinctive peaks.
4. **Fusion of Evidence and Localisation of Landmarks.** The described curl detector $a(x)$ registers both types (i.e. L-type=black=−1 and H-type=white=1) of landmarks as distinct maxima whilst the DoG filter separates them as either minima or maxima. By multiplying the two measures, a specific type $T$ of landmarks (e.g. all L-type features) can be amplified yielding a detector function $g_T(x)$ (see Figure 5.7):

\[
g_T(x) = \left( \frac{T + 1}{2} - TI_f(x) \right) a(x) \tag{5.2}
\]

where $T \in \{1, -1\}$ determines the type and the landmark positions are detected based on this measure by non-maxima suppression in a neighbourhood of radius $\lambda_x$ and subsequent thresholding.

The combined approach fixes some of the shortcomings of the single detectors: the curl detector $a(x)$ on its own is intensity-blind whilst the DoG has somewhat less pronounced peaks (see Figure 5.7(a)) and disambiguates poorly between line endings and line segments due to the radial symmetry of the kernel (see Figure 5.7(b)). These specific, directionally sensitive features are, on the other hand, strongly amplified by the histogram technique which probes for the specific change of gradient directions in the neighbourhood.

![Figure 5.7: Type Identification using the Combined Detector. (a) The images illustrate the process of landmark localisation and typing on two penguin spots. The phase histogram measure $a(x)$ clearly shows two maxima and one less pronounced maximum whilst the DoG blob detector exhibits two minima. Note that using the DoG the saddle point (i.e. the middle point in $a(x)$) is not pronounced at all. Multiplication according to Eq.(5.2) leads to two images that each amplify landmarks of one specific type. (b) The same four functions as shown for penguins are illustrated on a zebra texture (scapular detail of the coat pattern shown in Figure 5.6(b)). Note the improvement in localisation and the suppression of spurious maxima in the combined detectors. [original animal images used: I01, I02]](image)
The described approach can be intuitively understood as a search over a confined subspace of scale for locations that are surrounded by gradient curls. An application of the L-type detector to synthetically altered penguin textures (depicted in Figure 5.8) demonstrates the technique’s selectiveness with respect to scale, its robustness to JPEG-compression artefacts, its tolerance to some degree of distortion and changes in lighting, as well as its applicability in the presence of noise as quantified in Table 5.1.

---

Figure 5.8: **Illustration of Synthetic Robustness Tests on Penguin Patterns.** (a) the detector’s selectiveness of scale is illustrated on a number of synthetically generated spots of different sizes (detections are indicated by yellow circles); (b) robustness to JPEG artefacts: shown is a spot detection in an image resolved at 80 × 160 pixels at maximum JPEG compression; (c) spot detection after an perspective transform of the chest texture; (d) the differential nature of the DoG filter and intensity-blindness of the phase detector \(a(x)\) results in a tolerance towards lighting changes. (e)-(h) spot detection in images where 0% (original), 10%, 20% and 30% Gaussian noise was added. The detector starts to produce erroneous results at about 20% added Gaussian noise. [original texture: I01]

---

8The main differences of the proposed method to the Bray-Wikswo algorithm [26] are 1) the use of DoG for noise control and the spectral selectivity, and 2) the use of local histogramming instead of circular integration (which rigidly assumes that \(\oint \nabla \Theta = 2\pi\) around a phase singularity). Note that neither method can account for noise events at the dominant frequency (possibly deep shadows of leaves, branches etc.).

9Note that fully affine-invariant interest point detectors such as the one by Mikolajczyk and Schmid [141] perform a local, affine normalisation (e.g. a Hessian analysis) \*before\* determining the location (e.g. LoG).
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<table>
<thead>
<tr>
<th>Noise Level</th>
<th>Repeatability Rate [%]</th>
<th>Imposter Rate [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>original images</td>
<td>100.0</td>
<td>0.0</td>
</tr>
<tr>
<td>+10% Gaussian noise</td>
<td>100.0</td>
<td>0.0</td>
</tr>
<tr>
<td>+15% Gaussian noise</td>
<td>100.0</td>
<td>0.0</td>
</tr>
<tr>
<td>+20% Gaussian noise</td>
<td>100.0</td>
<td>2.2</td>
</tr>
<tr>
<td>+25% Gaussian noise</td>
<td>97.4</td>
<td>18.5</td>
</tr>
<tr>
<td>+30% Gaussian noise</td>
<td>92.3</td>
<td>231.2</td>
</tr>
</tbody>
</table>

Table 5.1: Repeatability of Spot Detection under Noise. The table shows experimental results conducted on 50 penguin chest patterns filmed in good lighting conditions (comparable to Figure 5.8(e)). The spot detector was found to operate without failure on the original images (manually checked). In order to determine the robustness to noise, Gaussian noise was then added at different levels to the originals and the percentage of accurately detected spots (repeatability rate) as well as the percentage of falsely identified features (imposter rate) were measured at the working area of the detector. It can be concluded that, for good quality penguin patterns, the detector is a reliable means for spot identification below a level of 20% added Gaussian noise.

5.2.4 Topological Supplement

Landmarks in densely structured Turing patterns (e.g. in zebra patterns) are always associated to at least one (potentially shared) counterpart of the opposite feature type\textsuperscript{10} situated in their adjacent $\lambda_X$-neighbourhood. For instance, as illustrated in Figure 5.9(a), an H-type termination may be coupled with an L-type bifurcation (blue arrow) and an H-type isle may be coupled with multiple L-type bifurcations (red arrow). By using the combined probability of pairs for detection, a coupling criteria can be enforced, i.e. landmarks are identified by probing for the presence of two, inversely typed and neighbouring landmarks, where the strongest available pairing is used for a landmark to represent its certainty.

\textsuperscript{10}As before, the L-type is associated to black features whilst the H-type describes white features.

![Figure 5.9](image-url)

Figure 5.9: Topological Considerations. (a) The image shows a configuration of scapular zebra stripes. It illustrates the pairing of landmarks of opposite types where white circles represent neighbourhood regions of white (H-type) landmarks. (b) Type-sensitive and topologically supplemented landmark detection in a zebra texture using Eq.(5.3). [original animal images used: I02]
This technique of coupled landmark detection can be formally expressed as:

\[
(PAIRING-AWARE\ DETECTOR)\quad t_T(x) = g_T(x) \max_{x \in D_x} (g_{-T}(x))
\]

where \(D_x\) is a disc-shaped neighbourhood around \(x\) of radius \((1 + \epsilon)x\). The parameter \(\epsilon\) is empirically set to 0.5; it embodies the degree of natural deviation of pattern elements from the locally dominant frequency. Figure 5.9(b) depicts a sample application of the coupled landmark detection to a zebra pattern. Note the accurate identification of pairings in comparison to Figure 5.6(b).

5.2.5 Representation of Landmark Sets

The spatial configuration of singularity features is captured by a 2D point cloud \(\{x_1, ..., x_j, ...\}\) which contains the positions \(x_j \in \mathbb{R}^2\) of features (e.g. spot centres, bifurcation points) expressed in the reference system of the animal texture \(I\). For illustration, Figure 5.10 shows a selection of spot clouds extracted on chest of different African penguins.

![Figure 5.10: Chest Patterns of Penguins.](data from field session: I01)

However, not all landmarks are equally likely to be valid detections. In scenes taken under difficult acquisition conditions (low resolution, specular reflections etc.) spots are missed by the detector as illustrated in Figure 5.11(a).

The probability of missing features was found to cluster in particular regions of the coat pattern, e.g. at skin folds, deeply shaded regions and at the border of the segmented pattern region (due to inaccurate segmentation, merging features and/or perspective distortions). To incorporate this a-priori knowledge, each species pattern is assigned a confidence mask that approximates the local confidence in the detection outcome. Figure 5.11(b)-(c) illustrates the masks used for penguins and zebras.
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![Figure 5.11: Modelling Detection Confidence.](a) spot detections (yellow circles) and missed spots (marked by red triangles) in a penguin chest filmed under critical lighting conditions; (b) confidence mask overlayed as a colour map onto a representative penguin chest pattern; (c) confidence mask used for zebra patterns; [original animal images used: I01, I02]

Employing both the confidence masks as well as the landmark type information, each detected feature location $x_j$ is decorated with a confidence vector $t_j \in [0,1]^\zeta$ that carries entries reflecting the confidence in having detected an instance of a specific feature class at $x_j$ where each entry in $t_j$ covers one of the disambiguated landmark classes\(^{11}\).

Pairs $[x_j, t_j]$ of spatial data and confidence annotations form typed points\(^{12}\). Clouds of typed points are used as the basic model for representing a landmark configuration:

\[
\text{(TYPED POINT CLOUD)}
\{[x_0, t_0], [x_1, t_1], \ldots, [x_j, t_j], \ldots\}
\]

Note that, despite the global normalisation achieved by the pose model, the point cloud is susceptible to non-linear variance due to local skin distortion.

In order to produce a model that captures translation with respect to all the individual landmarks, each of the locations $x_i = [x_i, y_i]^T$ is used once as the origin of a polar reference system to represent all other landmarks in a ‘radar view’\(^{13}\).

---

11For Turing patterns the length varies within $0 < \zeta \leq 6$. Penguins, for instance, carry a single feature class only (black spots) while zebras exhibit the full range of six different classes. The detection approach presented for zebras disambiguates, however, just types (L-type or H-type). See Section 2.5 for a full discussion of the feature classes occurring in Turing patterns.

12One can clearly find an analogy to the paradigm of ‘key points’ discussed earlier in this thesis: both concepts combine spatial and semantic features for identification. However, whilst key points are used to recognise object poses (a structurally confined space), typed points operate on arbitrary configurations.

13Anchor-referenced translation invariance is qualitatively stronger than global translation invariance: while the latter accounts for overall rigid translations only by using a 2-dimensional parameter space, $i$-anchor invariance spans an $2i$-dimensional space that captures intra-pattern translations between points.
This transform yields an entire set \( \mathcal{X} = \{ x^1, x^2, ..., x^i, ... \} \) of origin-referenced point clouds \( x^i \):  

\[
\mathcal{X} = \{ [x^i_0, t_0], [x^i_1, t_1], ..., [x^i_j, t_j], ... \}
\]

where the upper index \( i \) indicates an encoding with respect to the origin \( x_i \). The new landmark coordinates \( x^i_j \) are represented in polar form using the standard transform:  

\[
x^i_j = \left[ r^i_j \in \mathbb{R}^+, \gamma^i_j \in [0, 2\pi] \right]^T = \left[ ||x_j - x_i||, \arctan\left( \frac{x_j - x_i}{y_j - y_i} \right) \right]^T
\]

where \( ||.|| \) is the vector norm. Figure 5.12 illustrates the richness of this representation.

Figure 5.12: *Origin-referenced Point Clouds.* (a) Parts of patterns of African penguins shown in a log\(^2\)-polar system. Note that landmarks are colour-coded. (b) Origin-referenced point cloud sets \( \mathcal{X} \) are constructed by multiplexing, using each point as origin once where the landmarks carry the colour code of their origin landmark. The images reveal both the richness of the representation and the symmetry \((r^i_j, \gamma^i_j, t_j) \in \bar{x} \Leftrightarrow ((r^i_j, \pi + \gamma^i_j), t_i) \in \bar{x} \) of the accumulative cloud \( \bar{x} = \bigcup_{i} x_i \).

Note that all clouds \( \bar{x}^i \) encode exactly the same landmark configuration. However, as a result of the transform, each cloud is now implicitly linked to one specific landmark \((x_i, t_i)\), that is its origin.
Clearly, the model is highly redundant, yet it compensates for translational variance without using statistically derived measures\textsuperscript{14}.

Thus, outliers (e.g. false detections, missed landmarks etc.) have no impact on the fine localisation of other landmarks, that is a similarity of sub-patterns is preserved with respect to the reference system. Figure 5.13 demonstrates this preservation in a scenario where landmarks are progressively removed from a pattern.

![Figure 5.13: Structural Consistency of Sub-Patterns.](image)

(a) penguin pattern of 8 landmarks (shown left) and its origin-referenced point clouds; (b) removing a landmark produces clouds that form a sub-pattern of the original point clouds, thus, consistently capturing some of the original characteristics of the pattern; (c) clouds after removing another landmark;

### 5.3 Deformation-Robust Matching

#### 5.3.1 Construction of Isotropic Shape Contexts

A robust comparison of two sets of point clouds essentially requires 1) identifying paired (and missing) landmarks between the patterns, before 2) creating a distance measure for comparison, a measure that interprets the differences found in a domain-specific manner.

The first subtask poses a correspondence problem. As known from other areas of vision, e.g. stereopsis [104] or object classification [171], rich descriptors generally promote solutions of lower computational complexity for this problem class.

In order to exploit both the richness as well as the invariance features inherent to origin-referenced point clouds, it is proposed to apply spatial histogramming as described by Belongie in the approach of shape contexts [20]. In essence, the technique performs a spatial density estimation by capturing the regional densities of each of the point clouds $\mathbf{r}_i$ (which may encode an arbitrary numbers of landmarks) in polar histograms. Note that all the

\textsuperscript{14}Section 2.3 provides a more in-depth discussion.
histograms used have the same layout which is constructed by dividing the polar plane into regularly sub-sectioned segments of concentric rings.

Figure 5.14 illustrates a design where the number of segments per ring is represented by a segment count \( s \) and the bin radii are specified by \( r_i \) (inner radius of a bin) and \( r_{i+1} \) (outer radius of a bin).

In order to guarantee the structural consistency of the histogram so that all bins are equally proportioned, a polar layout must be linear in log-polar space (see Appendix B.2 for details). Consequently, the radii of any neighbouring pair of rings are related by an overall constant factor \( a \), so that \( r_{i+1} = ar_i \) holds.

In addition, histograms should exhibit a minimal anisotropy, i.e. elongated bins are avoided. This feature is modelled by enforcing an equal length of a bin’s ring width \( w = r_{i+1} - r_i \) and its median radial height \( h = \frac{2\pi}{s} \left( \frac{r_{i+1} - r_i}{2} + r_i \right) \). The equivalence yields a constraint that explicitly defines the factor \( a \) as a function of the number \( s \) of radial divisions:

\[
\text{(MINIMAL ANISOTROPY)} \quad w = h \iff r_{i+1} - r_i = \frac{2\pi}{s} \left( \frac{r_{i+1} - r_i}{2} + r_i \right) \iff r_{i+1} = \frac{s + \pi}{s - \pi} r_i \iff a = \frac{s + \pi}{s - \pi} \quad (5.7)
\]

Considering the recursive application of the constraint, a fixation of the segment number \( s \) and one ring radius \( r \) exhaustively defines the structure of a polar histogram with minimal bin anisotropy. Figure 5.14 visualises polar layouts with different isotropic properties.

**Figure 5.14: Histogram Layout and Bin Isotropy.** (a) The image shows point clouds in a sub-sectioned polar domain, which is constructed by intersection of \( s = 28 \) segments with concentric rings. It is structurally unbalanced since bins resolve azimuth higher than distance \( (w \gg h) \). (b) Histogram where distance is quantised higher; (c) This image shows an isotropically balanced histogram where, given \( s = 28 \) segments, the ring radii are stipulated according to \( r_{i+1} = \frac{28 + \pi}{28 - \pi} r_i = 1.253r_i \).

\[15\] Belongie does not consider this feature in his work on Shape Contexts [20]. A strong anisotropy of histogram bins, however, leads to an uncertainty bias, favouring distortions along only some spatial directions. The application domain does not indicate that such preferences reflect the actual uncertainty.
A histogram \( \mathbf{B}^i = (b^i_1, b^i_2, \ldots, b^i_{k,l}, \ldots, b^i_{m,s}) \) captures the characteristics of a landmark \((x_i, t_i)\) by encoding the landmark densities in its ‘radar view’. Bin vectors \( b^i_{k,l} \in \mathbb{R}^\zeta \) are calculated by weighted integration, that is by collecting evidence \( t_j \) over each bin’s region:

\[
\begin{align*}
\mathbf{b}^i_{k,l} &= \sum_{j=0}^{n} \begin{cases} 
  t_j & \text{if } \left(k = \left\lfloor \log_{\frac{s+1}{s}} (r^i_j - r) \right\rfloor \right) \land \left(l = \left\lfloor 2\pi s/\gamma^i_j \right\rfloor \right) \\
  0 & \text{elsewise}
\end{cases} 
\end{align*}
\]  

(5.8)

where \( k \) is the ring index, \( l \) is the segment index, \( s \) is the overall number of segments, \( n \) is the number of landmarks \(((r^i_j, \gamma^i_j), t_j)\) in \( x^i \), and \( r \) is the outer radius of the innermost disc.

While single histograms form a landmark descriptor, the set \( \mathcal{B} = \{ \mathbf{B}^1, \mathbf{B}^2, \ldots, \mathbf{B}^n \} \) of all \( n \) histograms taken in conjunction, i.e. the shape context, describe the full pattern. Figures 5.15 illustrates this technique for encoding a penguin’s chest pattern.

![Figure 5.15: Application of Shape Contexts to a Penguin’s Spot Pattern.](photographic source of African penguin: i01)
The images illustrate the representation of an 8-spot pattern (top left) as a shape context, that is a set of 8 polar histograms. Each histogram is colour-coded according to the landmark used as the origin. Landmarks are shown at the bottom left next to the accumulative, origin-centred point cloud (bottom middle) and an RGB superimposition of all 8 histograms (bottom right). [original penguin image source: I01]
5.3.2 Statistics of Biological Deformations

Isotropic shape contexts quantise patterns linearly in log²-polar space, that is the histogram structure models the uncertainty of landmark positions as linearly increasing per dimension when moving away from the origin [20]. Yet, in how far is this model supported by the actual chest deformation occurring in African penguins?

In order to quantify the extent of pattern deformations (which have not been accounted for by pose correction), a video of standing and walking penguins containing approximately 1500 frames was used for an analysis where pairs of chest spots were tracked in the sequence. After normalisation for the global body pose (as described in Chapter 5), the remaining variance $\bar{\sigma}^2$ in bilateral spot distances was calculated from 22 continuously tracked intervals of 50 frames length. The results are visualised in Figure 5.16. It can be seen that there is a strong positive correlation\(^{16}\) between the bilateral mean distance (abscissa) and the standard deviation from this mean (ordinate).

\[ \text{Figure 5.16: Statistics of Unaccounted Deformation in Penguin Chests. (a) The graph plots the mean distance between landmarks against the positional spread calculated over tracking sequences of landmark pairs. Every 10\(^{th}\) measurement is visualised as a circle. The dotted green line shows a linear approximation of the data. The red curve visualises a moving average in buckets over the 20 closest data points in mean distance. The black curve visualises the suggested exponential approximation of the data as given in Eq. (5.9). (b) The image shows a snapshot of a tracked chest pattern. The measured positional variance for the landmarks of this specific pattern – taken with respect to the reference (red) – is highlighted in the graph by blue data points.} \]

\(^{16}\)The variance of distance between landmarks on animal coats is, in general, positively correlated with their mean distance: close landmarks show a more stable, more rigid spatial link than distant features due to cumulative effects of skin elasticity and joint-induced deformation during motion.
Although a linear approximation describes the major characteristics of the data (green line), a more accurate fit can be achieved by modelling the relationship using a slowly growing exponential function:

\[
\bar{\sigma}(d) = e^{\alpha d} - \beta
\]  

(5.9)

where \(d\) is the mean distance between landmarks and \(\bar{\sigma}\) is the estimated standard deviation from the mean distance. The fitting parameters were found to be \(\alpha = 1.07 \cdot 10^{-2}\) and \(\beta = 0.97\). A precision measure, that is the expected uncertainty about the distance of two spots (captured by \(\bar{\sigma}\)), can be estimated with the help of Eq. (5.9) given the measured (mean) distance \(d\) of the spot pair.

### 5.3.3 Representation of Landmark Contexts by Distributions

Shape contexts approximate the distance-variance relationship by a linear component, the exponential nature of the term cannot be represented. Shape contexts also suffer from ‘feature jumps’ between bins particularly when probing sparse penguin spot patterns.\(^\text{17}\) As an alternative to rigid histogramming of landmarks, modelling their positions as Gaussians \(G^j_i\) provides a smooth representation that also takes the found precision model into account:

\[
G^j_i(x) = \frac{t_j}{2\pi\sigma^2} e^{-\frac{1}{2\sigma^2}(x-\mu)^T(x-\mu)}
\]  

(5.10)

where the mean is stipulated at the landmark centre \(\mu = x^j_i\), the scaling is controlled by the landmark’s confidence weight \(t_j\), and the standard deviation is set to the expected precision measure depending on the specific radius to the origin, that is \(\sigma = \bar{\sigma}(r^j_i)\).

The notion of considering uncertainty distributions addresses the problem of bin jumps by smoothly shifting weights over bins. It also compensates for the non-linearities of the precision measure \(\bar{\sigma}\) which are not reflected by the histogram layout. Figure 5.17(a)-(b) visualises the context of Gaussian landmark distributions built from a penguin pattern.

However, instead of applying a computationally expensive transform of the landmarks into dense Gaussians, a distance measure will be used for histogram comparison that models the distributions of landmark uncertainty as cost factors in the matching technique.

\(^\text{17}\)Since the shape context technique is of a statistical nature, it is designed for large landmark sets. The technique was introduced by Belongie [20] to capture statistics of very rich point clouds, e.g. the shape of characters represented as point clouds.
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Figure 5.17: Distribution Contexts. (a) detected spot pattern of an African penguin (star constellation view); (b) distribution context created by replacing landmarks $x_i^j$ with Gaussians $G_i^j(x)$ that reflect their expected measurement precision; (Note that the depicted histogram layout of 64 sectors $\times$ 40 rings (innermost 32 shown) is used in the actual system.) (c) cumulative Gaussians $\bar{G}_i^j$ evaluated over bin areas are used to assign ground matching costs $d_{ij}$ between bins;

5.3.4 Encoding Context Similarity using the Earth Movers Distance

In the pursued methodology landmarks are modelled by their context, that is by distributions of surrounding landmark evidence. Thus, the similarity between any two landmarks can be quantified by comparing the similarity of their context representations.

Essentially, the process of matching two histograms $A$ and $B$ is interpreted as a transportation problem: the bins of one histogram $A$ are defined to be the suppliers and the bins of $B$ are assigned to be the consumers where the bin values $a_i$ (shorthanded for the value $t_i$ of a polar histogram bin $a_{k,l}$) and $b_j$ represent the supply or demand$^{18}$, respectively.

The base cost for transportation between supplier-consumer bin pairs is to be defined by a ground distance measure $d_{ij}$. Naturally, the estimated, symmetricalised landmark uncertainty is employed for forming this distance measure:

\[
(d_{ij}) = 1 - \frac{\bar{G}_i^j + \bar{G}_j^i}{\bar{G}_i^j + \bar{G}_j^i}
\]

where $\bar{G}_j^i = \int_{(\text{bin } j)} G_j^i$ is the cumulative Gaussian which is centred at bin $i$ with $\sigma = \bar{\sigma}(\bar{d}_i)$ and accumulated$^{19}$ just over the area of bin $j$ (see Figure 5.17(c)). The measure $\bar{d}_i$ is the Euclidean distance between the centre of bin $i$ and the origin of the histogram.

$^{18}$In the case at hand the ‘entity of trade’ can be interpreted as ‘landmark evidence’.

$^{19}$Note that the cumulative multivariate normal distribution is numerically precalculated for bin pairs.
Fundamentally, the model regulates the cost level \( d_{ij} \) by averaging the processes of matching bin \( i \) to bin \( j \) and vice versa. The cost is consistent with the Gaussian estimation of landmark uncertainty. Note that the measure \( d_{ij} \in [0, 1) \) is symmetrical \( d_{ij} = d_{ji} \), preserves the identity of indiscernibles \( d_{ii} = 0 \), and remains zero only at the identity \( i \neq j \Rightarrow d_{ij} > 0 \).

Operating on this ground cost, the earth mover’s distance (EMD), detailed in Rubner et al. [172], is defined as the minimal overall cost of transporting a maximum amount of entities from the suppliers to the consumers. This cost is associated to some specific flow \( F = [f_{ij}] \) from \( A \) to \( B \) that proves to be most cost-efficient. A matrix entry \( f_{ij} \) in \( F \) reflects the flow from bin \( i \) in \( A \) to bin \( j \) in \( B \). Entities that are not transported due to different spot count in \( A \) and \( B \) are modelled by a residual \( U \). This extended earth mover’s distance\(^{20}\) yields:

\[
EMD_{A,B}(F) = \min \left( \frac{1}{n + U} \left[ \sum_{i} \sum_{j} \left( \frac{d_{ij}}{f_{ij}} \right) + \frac{U}{\text{residual}} \right] \right)
\]

(5.12)

where 1) the flow must be strictly directional, that is \( f_{ij} \geq 0 \), and 2) supply and demand are bounded by the bin weights, that is \( (\sum_{j} f_{ij} \leq a_i) \land (\sum_{i} f_{ij} \leq b_j) \), and 3) the maximally demanded supply must be shipped, thus satisfying \( n = \sum_{i} \sum_{j} f_{ij} = \min(\sum_{i} a_i, \sum_{j} b_j) \), and the residual term \( U = \max(\sum_{i} a_i, \sum_{j} b_j) - n \) establishes a cost for unmatched landmarks.

5.3.5 Pattern Authentication by Measuring Landmark Association Costs

In essence, the earth mover’s distance assigns a measure \( EMD_{A^i,B^j} \) to a given pair of landmarks (i.e. histograms \( A \) and \( B \)) that reflects their degree of structural similarity.

In order to establish 1) an assignment of landmarks between patterns and, 2) a distance between two entire histogram sets \( A = \{A^1, \ldots, A^m\} \) and \( B = \{B^1, \ldots, B^n\} \) on the basis of landmark distances \( EMD_{A^i,B^j} \), a bipartite graph matching problem\(^{21}\) has to be solved: in the \( m \times n \) matrix \( M = [EMD_{A^i,B^j}] \) containing pairwise landmark distances, a 1-to-1 assignment vector \( m = [i,j]^{\min(m,n)} \) between rows \( i \) and columns \( j \) has to be found so that the overall assignment costs \( C_{A,B} = \sum_{(i,j) \in m} EMD_{A^i,B^j} \) are minimal\(^{22}\). As suggested

\(^{20}\)The transportation simplex algorithm (detailed in Hillier and Lieberman [95]) is used to calculate the earth mover’s distance where the algorithm by Russell [174] is used to initialise the simplex method.

\(^{21}\)An undirected graph \( G = (V,E) \) is bipartite if there exists a partition \( V = A \cup B \) so that every edge in \( E \) is of the form \( (A^i \in A, B^j \in B) \). The histogram sets \( A \) and \( B \) are interpreted as the vertex sets of the two subgraphs whilst the distance matrix \( M \) describes the edges between them.

\(^{22}\)Note the similarity of this assignment problem to the flow optimisation used in the earth mover’s distance: both problems constitute assignment tasks in bipartite graphs, however, the EMD allows for splitting a flow
by Belongie [20], the Hungarian method by Kuhn [115] is used to solve the assignment problem. The resulting cost $C_{A,B}$ is interpreted as a distance measure in pattern space for the task at hand. It is non-negative: $C_{A,A} \geq 0$, symmetrical: $C_{A,B} = C_{B,A}$, and preserves the identity: $C_{A,A} = 0$. For authentication, a threshold $\rho$ is finally employed to interpret the distances in a binary fashion, that is to assign to pairs of patterns either the label ‘different’ or ‘authentic’ if $C_{A,B} < \rho \cdot w_{m,n}$. In the latter case $A$ and $B$ are identified to represent the same individual. Note that $w_{m,n}$ is a weight (see Section 5.5) which depends on the spot counts $m$ and $n$, and that the choice of threshold $\rho$ defines the working point in ROC space.

The next section now describes tests that estimate the performance of the technique.

5.4 Results from a Real-world Prototype

5.4.1 Setup in an African Penguin Colony

After preliminary tests had been completed at Bristol Zoo, the identification system was taken to a native colony of African penguins situated on Robben Island, South Africa (see Appendix B.3 for details on the study site) in order to study the performance in a natural habitat. For the experiments an environmental ethernet camera was commissioned at one of the major penguin walkways\(^{23}\) and used to stream images to a laptop computer placed in a distant hide. Figure 5.4.1 depicts this totally non-invasive acquisition scenario.

\(^{23}\)African penguins exhibit a specific behaviour: birds gather at particular paths and walk in groups to the sea for foraging trips; they later return to the colony using the same network of routes. These hubs constitute suitable locations for monitoring large fractions of the population on a regular basis.
The high resolution imagery produced by the camera\textsuperscript{24} allowed for a sufficient spatial quantisation of spots in distances between approximately 1 and 5 meters. Two representative frames as taken by the field camera at the penguin highway are shown in Figure 5.19(a). Notice the presence of occlusions, motion blur and dirt on the bird’s chests.

![Figure 5.19](image)

Figure 5.19: Acquisition and Extraction of Patterns. (a) Two representative sample frames as submitted by the field camera. (b) The images depict a selection of extracted penguin patterns from the sample set of 1000 patterns used for the performance tests (and as masters profiles). In these visualisations the chest spots are projected onto the original luminance image patches. Spots are shown as the vertices of a polygon ordered by the distance to the chest outline. The snake lines used to segment the chest area are also shown. [original image sequences underpinning visualisations: I01]

In order to estimate the performance of the identification system in this natural environment, the species detector\textsuperscript{25} was used to recognise image patches containing penguins in near-frontal pose where the full spot pattern is visible. Figure 5.19(b) shows a selection of these extracted chest patches with projections of the detected spot markings. A sample set of 1000 pose-corrected chest patches formed the input for the performance study.

A ground truth for the performance experiments was created for the identities of detected birds by manually associating the $n = 1000$ sample image patches with one of 114 individuals\textsuperscript{26}. The landmark detector was finally applied to each of these patterns and,

\textsuperscript{24}The camera produces an MJPEG stream at 6-8 fps resolved at 1280 $\times$ 856 pixels compressed at level 75%.

\textsuperscript{25}Notice that in the particular sequence chosen for the trial the species detector did not produce any false positives, that is image patches that do not contain a penguin. However, lighting conditions were good (i.e. diffuse daylight, no rain or fog).

\textsuperscript{26}Thus, on average about ten images were captured of each bird. Note that the 114 individuals that were detected in a suitable, near-frontal pose represent only $\approx 33\%$ of the 341 birds which passed by the
successively, the measured spot configurations were transformed into histogram sets. It needs mentioning that the process of spot extraction often produced imperfect results, that is landmarks were missed and erroneous detections occurred due to shadows, dirt patches, disordered plumage, image compression artefacts, motion blur, and/or proximity to the chest outline (Figure 5.20(b) depicts two examples of erroneous detections). However, even these inaccurate spot extractions were used in order to produce a more realistic performance measure.

5.4.2 Cross-Over Authentication

First, the cross-over authentication performance was estimated. Essentially, each test pattern was compared to all other patterns so that either the label ‘authentic’ or ‘different’ could be assigned to all \( \frac{(n-1)n}{2} \approx 5 \times 10^5 \) pattern pairs. Performing the calculations at different identity thresholds \( \rho \) yielded a receiver operating characteristic (ROC), which is depicted in Figure 5.20(a) as a solid curve in the region of interest in ROC space.

![Figure 5.20: Cross-Over Authentication Performance.](image)

In order to place the performance curve into context, the proposed matching system was camera throughout the approx. 20 min test sequence (consisting of different segments of activity filmed over 5 hours). Notably, most birds were occluded by other conspecifics or walking by the camera sideways (see Figure 5.19(a)). However, the particular video sequence shows good acquisition conditions (e.g. fair lighting, little specular reflection on birds). In a truly arbitrary setting (sunset, rain, fog etc.), I believe the capture rate will be reduced to somewhere between 10\% and 20\% of the passing birds.
evaluated alongside two other techniques, that is 1) Belongie’s original version of shape contexts [20] for landmark comparison (dashed curve), and 2) a rigid alignment matcher that uses the Procrustes algorithm [107, 108] for pose correction before calculating the mean squared error (MSE) over all closest landmark pairs (dotted curve).

It can be seen that at a false accept rate of $10^{-1}\%$ the proposed matching scheme performed at about 92% sensitivity, that is an increase of 2% with respect to shape contexts. This improvement persists over the tested spectrum of the characteristic.

Thus, explicitly modelling the spatial uncertainty of landmarks in a flexible matching scheme results in a measurable increase in performance for the task at hand. The rigid landmark matcher was clearly outperformed by both context matchers; however, it still achieved about 86% genuine acceptance rate at the comparison point.

Experiments with parameters of the proposed matching scheme, i.e. histogram granularity and pose correction method, yielded further benchmarks as summarised in Table 5.2.

<table>
<thead>
<tr>
<th>Histogram Resolution</th>
<th>GAR$^\ast$</th>
<th>Pose Correction Method</th>
<th>GAR$^\ast$</th>
</tr>
</thead>
<tbody>
<tr>
<td>96 × 60 bins</td>
<td>92.09%</td>
<td>least squares affine model (see Chapter 5)</td>
<td>92.08%</td>
</tr>
<tr>
<td>▶ 64 × 40 bins ◀</td>
<td>92.08%</td>
<td>3-key-point affine chest model (see Chapter 5)</td>
<td>90.25%</td>
</tr>
<tr>
<td>48 × 30 bins</td>
<td>91.44%</td>
<td>Procrustes normalisation of spot patterns</td>
<td>88.38%</td>
</tr>
<tr>
<td>32 × 20 bins</td>
<td>90.72%</td>
<td>none – comparison on the detected patch</td>
<td>67.93%</td>
</tr>
</tbody>
</table>

(a) Table 5.2: Cross-over Authentication Performance at the Working Point. (a) Performance comparison of distribution contexts at the working point using different histogram resolutions defined by sectors×rings. All benchmarks for genuine accept rates (GAR) are retrieved at a constant false accept rates of FAR= $10^{-1}\%$. Note that at the top end a significant increase in histogram resolution has (almost) no effect on the performance. Thus, the lower resolution is chosen for operation (indicated by triangles). (b) The table shows the effect of using different pose correction schemes on the authentication performance. It can be seen that some form of normalisation proves highly important even in near-frontal poses. A rigid Euclidean normalisation (Procrustes algorithm) before using distribution contexts performs well but lacks the specific relevance to the domain provided by surface models of the chest. [penguin imagery used for the experiments: I01]

Basically, a sensitivity above 90% on the ROC curve must be traded for a false accept rate above 1 in about 8000 (see Figure 5.20(a)). This score sits above benchmarks for human voice and facial identification systems [155, 173]. However, coat patterns lack the richness of iris and retina entities (containing thousands of features) which are exploited [103, 173] by human biometrics to confidently authenticate up to millions of individuals (see Table 2.1).

It will be shown now that, to enhance its performance, the coat pattern identification system can be applied in an administrated scenario, as is commonplace in biometric applications.
5.4.3 Estimation of the Administrated Identification Performance

A careful observation of erroneous pattern pairings revealed one major cause for the failure of matching operations: authentication was often flawed in cases where spots were missed (or introduced) by the landmark detector in both of the compared patterns. The authentication algorithm then operated on two extended sub-patterns neither of which represented the true pattern. The problem can be addressed by ensuring the authenticity of one of the patterns.

Moving towards a simulation of a realistic identification system, \( m = 80 \) of the 114 test individuals were each represented by a master profile, that is one prototypical registration which was manually checked\(^{27} \) to contain complete spot configurations. The entirety of master profiles then formed a (small) population database.

In order to estimate the identification performance in this scenario, it was required to authenticate each pattern against the entire population database. Thus, the remaining test patterns (non-masters) were compared to each of the master profiles yielding \( m(n - m) \approx 7 \times 10^4 \) comparisons. Again, three different matching techniques were investigated for authentication. The use of different accept thresholds \( \rho \) yielded the receiver operating characteristics which are depicted in Figure 5.21(a).

![Figure 5.21: Administrated Performance Characteristic.](image)

(a) Receiver operating characteristic (ROC) curves of the identification performance of the three methods tested; (b) Two measurements (master left) where a spot was missed in the detection. This particular pair was matched correctly. The missed feature had a low confidence weight \( t \) (due to the peripheral spot location).

---

\(^{27}\)Note that the 34 individuals not used as masters simulate unregistered animals, essentially acting as distractors. Also notice that the single supervision step during enrolment is common practice in fingerprint and iris biometrics since it is required only once and ensures a high quality master profile.
The administrated ROC curve clearly illustrates that the identification system proved robust showing, for instance, only about 1 in 30000 false authentications to master profiles at 96% genuine accept rate\textsuperscript{28}. This performance permits for a recovery of identities beyond the human capabilities of correctly reading flipper band numbers (estimated 5% false readings and limited to only the banded population), which constitutes the currently applied technique to gather sighting data of penguins in most parts of Southern Africa.

5.4.4 Practical Use in a Future Application: Identification, Coverage and Drawbacks

Most essentially, the proposed technique can generate place- and time-stamped sighting information. A sample identification diagram is shown in in Figure 5.22. Individual identifications are plotted there against a time line where identifications (black markings) of 12 individuals (ordinate) are registered over a duration of circa five minutes (abscissa).

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{identification_diagram.png}
\caption{Example of an Identification Diagram. The plot shows a detection time line from the penguin highway N2 on Robben Island collected over about 5 min. [underlying image data: I01]}
\end{figure}

It can be seen that some penguins passed the camera quickly whilst others remained standing in front of the acquisition device for minutes. The majority of penguins, however, passed without being identified mainly due to occlusion. The resulting low rate of immediate cov-

\textsuperscript{28}Effectively, the introduced supervision step allowed for a relaxation of the identity threshold $\rho$ whilst achieving the same level of FAR. As a result, the sensitivity (=GAR) increased and the ROC curve shifted upwards, thus the performance increased. For instance, at FAR=$10^{-2}$ the system now labelled only 7 of 72803 negatives as positives whilst 26 of the 797 positives were rejected, yielding a sensitivity of 96.7%. It must be noted though that the resulting measure built over the 73600 comparisons represents only a coarse approximation of the performance in arbitrary scenarios. The benchmark \textit{will degenerate} to some degree if the master database grows by several orders of magnitude. A robust performance projection for truly large scale scenarios is still something of an art also in human biometrics since it is highly dependent on the specific test sets and acquisition conditions \cite{103}. Only manually annotated databases containing millions of samples allow for producing a truly realistic benchmark. However, a continuation of the penguin recognition project on Robben Island will allow for building a large scale database that will help with stipulating benchmarks that reflect the performance on an entire population. In addition, a number of extensions are planned to allow further increase of the identification performance (see Section 6.3).
5.4. Results from a Real-world Prototype

The fraction $c$ of birds identified in a stream of penguins, constitutes a major limitation of the identification methodology. Based on manual counts of passing and identified, it can be estimated that only 10% to 35% of passing birds can be identified by the system, depending on the environmental conditions. The coverage $f_c(t)$, i.e. the fraction of the population identified at least once from the trial start to time $t$, can be modelled as:

$$f_c(t) = c \sum_{i=1}^{t} (1 - f_c(i - 1))$$

(5.13)

where $c \in [0, 1]$ is the fraction of the population identified per day, $t$ is the time in days after the trial start, $f_c(0) = 0$ so that the coverage is zero at the start of the trial, and birds are assumed to be filmed in a truly random fashion. Figure 5.23 illustrates the development of coverage over time in accordance to this model. Thus, a total of 99.9% of the daily filmed population could be identified within a month given an observation rate of $c = 20\%$. Consequently, given long term trials the system appears to have the potential to assist in visually capturing the entire subpopulation that regularly passes the field camera.

![Population Coverage vs. Duration of Observation](image)

**Figure 5.23: Population Coverage vs. Duration of Observation.** The graph depicts the development of population coverage with an increasing duration of the trial period for different daily observation rates. The diagram, therefore, visualises the recursive model defined in Eq. (5.13).

One has to bear in mind that all the performance estimates discussed are based on video sequences taken under good acquisition conditions. An exposure to the full dynamics of environmental conditions in Africa (including the high dynamic range of lighting intensities) will reduce the performance of the recognition system, especially the one for the components that rely on appearance, i.e. the key point detector and the spot extractor.
5.4.5 Preliminary Performance Study on Plains Zebras

In order to showcase the applicability of the approach to striped animals, the developed identification system has also been tested on a small set of digital side photographs of plains zebras. Figure 5.24 illustrates a selection of this sample set.

The collection covered 200 images of 47 individuals each depicted in various different shots. Therefrom, the biometrically relevant side pattern patches were extracted using affine projection. Subsequently the extracted textures were parsed for singularity points using the techniques described in Section 5.2. In order to simulate a realistic identification scenario, 30 out of the 47 individuals were chosen to create a small population database where one observed configuration of singularity points was stored as a prototypical profile for each of the individuals. All database entries were manually verified to ensure all singularity points were correctly detected. Figure 5.25 depicts samples from the database built.

Figure 5.24: Plains Zebra Image Collection. Depicted are 28 representative samples from the image collection showing side-views of plains zebra. [image source I02]

Figure 5.25: Samples from the Individual Database. Three representative samples from the individual database of plains zebra. As before, white blocks show H-type singularity points while L-type points are shown as black blocks. [original image source I02]
In order to measure identification performance, the remaining 170 test patterns (not used in the database) were compared to each of the 30 master profiles stored in the database. The technique discussed in Section 5.3 (shape context + earth movers distance) then yielded a matching decision for each of the $30 \times 170 = 5100$ comparison operations.

A true positive was counted whenever a test pattern was successfully matched with a master profile in the database representing the correct individual. Failure to match with the correct master profile resulted in a false negative. Matching a test pattern against the master profile of a wrong individual counted as a false positive decision, all other cases represented true negatives.

The use of different accept thresholds $\rho$ for the earth movers distance yielded a receiver operating characteristic that pinned down the system performance in ROC space. The resulting ROC curve is depicted in Figure 5.26.

![ROC curve](image)

Figure 5.26: **Zebra Authentication Performance.** Receiver operating characteristic (ROC) curve of the identification performance measured for the application of the identification system to plains zebras. Note that the coarseness of the curve is due to the small size of the sample set.

It can be seen that the system shows a reliable authentication performance where, for instance, at 0.1% FAR (i.e. 1 in 1000 wrong authentications) the system still achieves about 92% coverage. As an example, Figure 5.27(a)-(b) illustrates a pair of matched images together with the extracted texture patch with the detected singularity points superimposed.
5.4. Results from a Real-world Prototype

Figure 5.27: **Successful Zebra Identification.** The first row shows the original zebra images with key points used for affine back-projection superimposed. The second row depicts these back-projected texture patches together with the detected singularity points superimposed. (a) One of the zebra entries from the database used as master profile. (b) Example of a test image successfully matched with (a). Note the minor deformation of the pattern due to a different neck and leg pose. (c) Example of the closest negative rejected. The matching scheme successfully rejects this test pattern as a match for (a) despite some similarity of sub-patterns. [image source I02]

Authentication errors were mainly due to misdetections of singular points which were often caused by deep shadows or white bleeding of very bright image areas. Figure 5.28 depicts an example of shadow-induced failure of the singularity detector. It can be seen that a hard shadow causes ‘phantom singularities’ which are not distinguished from pattern-inherent singularity points by the detector built.

Figure 5.28: **Shadow-induced Detector Failure.** The left image shows a sample where the depicted zebra shows a hard shadow (red ellipse) behind the scapular area. The shadow (see red rectangle) is prominently visible in the luminance channel of the extracted texture patch (top right) and causes the erroneous detection of ‘phantom singularities’ (bottom right). [original image source I02]
It should be noted that the performance estimates discussed for zebras are based on only 200 images taken as full side views under relatively good acquisition conditions.

An application of the technique to photographic material that reflects the full dynamics of environmental conditions in Southern Africa will reduce the performance significantly, particularly the one of the key point detector and the singularity point extractor.

Section 6.3 on future work will focus on the problem classes that lie ahead for transforming the presented prototype system into a generic, environmental vision tool for monitoring animals.

5.5 Exploring a Theoretical Model of Coat Pattern Uniqueness

5.5.1 A Stochastic Model for Landmark Patterns

The discussed identification system exploits, due to its technical limitations, only a fraction of the uniqueness inherent to the landmark configurations in coat patterns.

Can the physically present individuality be modelled? Based on this model, how many individual animals could be confidently disambiguated? To this end, no work has been published for animal coats. In fact, the exact degree of uniqueness in human fingerprints is unknown – it has merely been approximated by stochastic models.\(^{29}\)

In conclusion of this chapter it will now be shown that the ideas of a state of the art uniqueness model in human fingerprint biometrics, i.e. an approach by Prabhakar [159], is applicable to coat patterns.

In particular, the focus will be on a stochastic model that estimates the uniqueness captured by landmarks of coat patterns. The model will be built over landmarks only which are approximated as truly randomly configured patterns with respect to the partitions of some surface area.

\(^{29}\)More than a century ago, Galton [73] first addressed the problem of random biometric correspondence by estimating the number of distinguishable human fingerprints to be \(\frac{\beta}{2^7\gamma (A/B)} = 1.45 \times 10^{-11}\) where he identified \(\beta = 16\) types of fingerprints (e.g. arch, right loop, whorl etc.) and \(\gamma = 256\) ridge categories. He divided the fingerprint area \(A\) into \(24 = A/B\) bins each of which he could reconstruct with a chance of \(\alpha = 0.5\). Most biometric individuality models developed in the 20\(^{th}\) century (including Gupta [86], Cummins [43], Stoney and Thornton [191]) followed Galton’s concept of approximating pattern cardinalities by a basic exponential function of the form \(ax^y\). A recent study can be found in Prabhakar [159].
The model is constructed over a domain of biometrical interest (e.g. a penguin’s chest) where \( A \in \mathbb{R}_+ \) represents the area of this domain (shown in red in Figure 5.29(a)) partitioned into bins of size \( B \) (shown in blue). Each bin may (or may not)

![Diagram](image)

Figure 5.29: **Basics of the Stochastic Model.** The images explain the model by example: (a) A reference pattern with 5 landmarks is compared to a randomly created pattern with \( n = 2 \) landmarks, each of which is drawn from 3 available classes. Both patterns cover the same area \( A \) divided into bins of size \( B \). One correspondence (green) exists between the two patterns. (b) A random pattern is generated by progressively picking classes and (unused) landmark positions. Terms below the images reflect the odds of each step. The sequence of picking the landmarks is not fixed and hence, there are \( n! \) ways (permutations) of assembling the same pattern, that is \( 2! = 2 \) ways for the pattern shown where either of the two landmarks could be picked first.

host one out of \( c \in \mathbb{N} \) different landmark types (shown as blocks of different luminance). The stochastic process of synthesising an \( n \)-landmark pattern is modelled as 1) randomly selecting \( n \) different bins, and 2) randomly picking one of the \( c \) landmark classes for each of the chosen bins. As graphically illustrated in Figure 5.29(b) on a basic example, the chance \( P(X_n) \) of creating a particular \( n \)-landmark pattern \( X_n \) is then given by:

\[
P(X_n) = n! \left( \frac{1}{cR} \right) \left( \frac{B}{A} \right) \left( \frac{1}{c(R-1)} \right) \cdots \left( \frac{B}{(A-(n-1)B)} \right)_{n \text{ factors}}
\]

Substituting \( A/B = R \) and simplifying the above reveals the probability function to be an inverse binomial coefficient scaled by a term that grows exponentially with \( n \):

\[
P(X_n) = n! \left( \frac{1}{cR} \right) \left( \frac{1}{c(R-1)} \right) \cdots \left( \frac{1}{c(R-n+1)} \right)_{n \text{ factors}} = \frac{n!(R-n)!}{c^nR!} = c^{-n} \left( \frac{R}{n} \right)^{-1}
\]

The model assumes that all specific \( n \)-landmark patterns (i.e. given the same \( c \) and \( R \)) are equally likely to occur. Therefore, the space of all possible \( n \)-landmark patterns follows to be of cardinality \( C_n = P(X_n)^{-1} = c^n \left( \frac{R}{n} \right)^{-1} \) satisfying \( \sum_{X_n} P(X_n) = C_n P(X_n) = 1 \). Figure 5.30 visualises the cardinality \( C_n \) as a manifold in the parameter space.
5.5. Exploring a Theoretical Model of Coat Pattern Uniqueness

Figure 5.30: **Cardinality of the Pattern Space.** The images visualise the cardinality $C_n$. Naturally assuming $n \leq R$ (no more landmarks than bins), the cardinality $C_n$ can be intuitively explained as the set of all combinations of the $c$ feature classes over all $n$-element subsets found in the set of $R$ bins. (a) Fixing $c$ and plotting $C_n$ against the bin count $R = A/B$ and the landmark count $n$ reveals a symmetry of the cardinality function (when disregarding the special case $R = n$) indicated by a plane. The plane dissects the cardinality manifold along a curve that describes the landmark count $n$ with maximal generative potential given a certain $R$. Individuals that carry this specific number of landmarks are, potentially, the most unique individuals amongst the group of animals with an equivalent number of landmarks. (b) Fixing the landmark count $n$ and plotting the cardinality $C_n$ against the bin count $R$ and the number of landmark classes $c$ shows the cardinality manifold as a family of scaled functions. The plane at $c = 6$ indicates the maximum number of landmark classes (i.e. different forms of phase singularities) a Turing pattern will exhibit (as detailed in Section 2.5).

Based on this model the number of different pattern configurations containing up to $N$ landmarks is then given as the accumulation of all the contributing cardinalities $C_n$:

$$
\sum_{n=1}^{N} C_n = \sum_{n=1}^{N} c^n \binom{R}{n}
$$

(5.16)

where the measure reduces to $((c+1)^R - 1)$ if $N = R$. A conservative estimate of the domain parameters for the chest patterns of African penguins, say $R \approx 80$, $N \approx 30$ and $c = 1$, would yield a pattern domain containing about $2 \times 10^{22}$ different configurations.

Although this measure of uniqueness is significantly smaller than the ones estimated for fingerprints (which range up to cardinalities of $10^{80}$ [191]), if exploited fully, it would allow for a disambiguation of the majority of foreseeable generations of African penguins.

However, this theoretical configuration space cannot be harvested in practice since natural patterns are not drawn from this space as necessary, e.g. 7-spot patterns are more likely than 30-spot patterns although the latter can encode significantly more configurations.
5.5.2 Random Pattern Correspondence

Only a small fraction of the population is known to the system at any one time, so it will operate by authentication of pattern pairs. Focussing on authentication, the probability of correctly matching a given reference profile to a measured, random configuration will now be modelled in close proximity to the work by Prabhakar [159] on fingerprint uniqueness.

Assuming a single landmark type (i.e. \( c = 1 \)), the probability of matching a randomly created pattern containing a single landmark (i.e. \( n = 1 \)) to any one (i.e. \( p = 1 \)) of \( m \) landmarks in a given reference profile is given by:

\[
P(A, B, p = 1, n = 1, m) = \frac{mB}{A} \tag{5.17}
\]

The term reflects the chance of picking the right one bin out of \( m \) bins. The chance of matching exactly 1 out of 2 random landmarks in an \( m \)-landmark profile is composed out of two events, namely, matching the first landmark and not matching the second one and vice versa:

\[
P(A, B, p = 1, n = 2, m) = 2 \frac{mB}{A} \left( \frac{A - mB}{A - B} \right) \tag{5.18}
\]

The probability of matching exactly 1 out of \( n \) landmarks then requires factoring over the probabilities of matching one but none of the \( (n - 1) \) remaining landmarks:

\[
P(A, B, p = 1, n, m) = n \frac{mB}{A} \left( \frac{A - mB}{A - B} \right) \frac{A - (m - 1)B}{(A - 2B)} \cdots \frac{A - (m - n + 2)B}{(A - (n - 1)B)} \tag{5.19}
\]

\[
= \binom{n}{p} \frac{mB}{A} \prod_{k=1}^{n-1} \frac{A - (m - k + 1)B}{(A - kB)} \tag{5.20}
\]

Finally, for matching exactly \( p \) out of \( n \) landmarks in a random signal against \( m \) landmarks in the reference pattern the probability reads:

\[
P(A, B, p, n, m) = \binom{n}{p} \prod_{l=1}^{p} \frac{(m - l + 1)B}{A - (l - 1)B} \prod_{k=1}^{n-p} \frac{A - (m - k + 1)B}{(A - (k + p - 1)B)} \tag{5.21}
\]

The term collapses to a group of factors which has been shown a hypergeometric distribution\(^{30}\) [159, pp.70–71]:

\[
P(R, p, n, m) = \binom{n}{p} \binom{R - n}{m - p} \binom{R}{m}^{-1} \tag{5.22}
\]

where \( R = A/B \). Note that \( c = 1 \), so the distribution reflects a spatial structure measure.

\(^{30}\)The hypergeometric distribution is a discrete probability distribution that reflects the number of successes \( p \) in a sequence of \( n \) draws from a finite population of \( R = A/B \) without replacement where \( m \) elements of success exist in the population.
When projected into the \( m-n \)-space of the landmark counts in profile and measurement – as shown in Figure 5.31(a) – the function forms a saddle-like shape which is symmetrical with regard to \( m \) and \( n \), that is the two parameters are interchangeable. This confirms the intuitive observation that the process of matching two individuals is symmetrical in nature.

Finally, the probability of matching at least \( p \) landmarks between a pattern pair is:

\[
P(R, p, n, m) = \sum_{q=p}^{\min(m,n)} \binom{n}{q} \binom{R-n}{m-q} \binom{R}{m}^{-1}
\]  

This measure can be used coarsely to estimate the chance of random pattern correspondence for particular matching situations.

For instance in accordance with this model, \( P(80, 3, 4, 4) \approx 2 \times 10^{-4} \) approximates the odds of dealing with a random correspondence after having matched 3 landmarks between two 4-landmark patterns on penguin chests.
5.5.3 Final Note on Landmark Density: Less Can Be More

The special case of matching all landmarks correctly, that is setting $n = m = p$, yields a term that directly relates the feature count $n$ and the bin count $R$ to random correspondence:

$$
P(R, n) = \binom{R}{n}^{-1} \tag{5.24}
$$

When plotting the function $P$ against the bin count $R$ and the landmark count $n$ (see Figure 5.31(b)), a property is revealed that opposes the idea of a positive correlation between landmark count and identification potential: a greater number of landmarks does not necessarily imply a better recognisability within a population.

Instead, there exists an **optimal landmark density** at the inversion threshold, which exhibits the best potential for successful pattern disambiguation with a minimal chance of a random correspondence\(^{31}\). For $c = 1$, the inversion threshold $n_R$ sits at half the bin count\(^{32}\):

$$
n_R = \min_n \left( \binom{R}{n}^{-1} \right) = \left\lceil \frac{R}{2} \right\rceil \tag{5.25}
$$

Thus, comparing bin counts, a pattern with equal amounts of bins with and without a landmark (a salt’n’pepper pattern on the coarse scale of partitions $B$) can be disambiguated best from other patterns given a single landmark type. Biologists who seek to confidently disambiguate animals may especially look out for patterns of this particular kind...

5.6 Chapter Summary

During the course of this chapter an approach to exploiting the **visual uniqueness** of Turing-like coat textures has been discussed for the specific purpose of individual animal identification.

First, it has been suggested to use properties of Turing patterns 1) to identify sparse sets of landmarks in animal coats, and 2) to employ their configurations and landmark types compactly to encapsulate individually unique information contained in coat textures.

---

\(^{31}\)Note that, naturally, the probability of finding a perfect random match, as modelled in Eq. (5.24), is identical to the probability of randomly creating the pattern from scratch as given in Eq. (5.15).

\(^{32}\)The relation $n_R = \lceil R/2 \rceil$ can be intuitively understood as representing the centre line of maxima in the Pascal Triangle where $R$ is interpreted as the row count.
Second, it has been illustrated how spatial histograms in the form of shape contexts can be used to encode the extracted coat pattern landmarks based on the configuration of surrounding landmarks. The uncertainty of landmark locations within this model has been approximated by Gaussians whose parameters were chosen to reflect real distortion data.

Third, the earth movers distance has been proposed as a means to calculate landmark dissimilarities by comparing histogram pairs. A variable base cost measure between bins was introduced to reflect the derived Gaussian uncertainty. By solving the assignment problem of optimal landmark association between patterns, the best fit and associated matching costs could be retrieved. These costs were then interpreted as a measure of pattern dissimilarity. Weighted thresholding of the measure subsequently allowed for authenticating pattern pairs.

Authentication and identification benchmarks have then been presented based on test results from a prototype operating in an African penguin colony and on a photo collection of plains zebras.

The results indicate an applicability of the presented technique to aid population monitoring of the sample species. Finally, a stochastic model of pattern uniqueness has been discussed. It has been argued that, in the case that animal patterns would be truly random and could be extracted accurately, there would exist sufficient uniqueness to disambiguate very large populations.

Nature has implemented a reductionistic scheme for generating the epiphenomenon of ‘coat texture’ from basic chemical reactions and diffusion. It appears that the study of the properties of these basic constituents can be used to engineer identification systems that actually disambiguate individuals.

When Turing began his modelling of auto-generative patterns in the early 1950’s, he started by considering the problem of morphogenesis, that is the transformation of a fertilised egg into a complex organism. It now emerges that there is a prospect for his results being applicable not only to morphogenesis, but also as a tool to better understand and conserve some of these complex organisms.
6.1 Thesis Summary

In this thesis it has been demonstrated that, given fair environmental acquisition conditions, **animals can be detected and – in the case that they carry Turing patterns – individually identified based on visual material acquired in their natural habitat**. To provide a proof of concept for the feasibility of the claim of individual identification, a real-world prototype has been evaluated in a colony of African penguins and on a small scale zebra image collection where the presented results indicate a performance that is sufficient to aid the current population monitoring of the species.

In its broad structure, the proposed system has been designed along a **recognition pipeline**\(^2\) which separates the coarse species detection, the posing/texture extraction and the deformation robust identification into different modules. The different parts of the thesis were organised to reflect this subdivision:

**Species Detection.** First, an algorithmic framework for species localisation has been discussed in **Chapter 3**. It has been shown that the appearance context of **key points** on coat patterns contains a species-specific component which, using **boosted point-surround classifiers**, can be extracted and utilised as a local species descriptor and detector.

---

1. Jules Henri Poincaré became the first scientist to describe the chaotic behaviour of deterministic systems. His ideas laid the foundations of modern chaos theory, paving the way to the study of systems such as the Turing system used to explain the formation of naturally occurring patterns, e.g. animal coats.

2. The subdivision into compact components renders the system flexible for execution in networked environments where, for instance, clients detect species members and servers perform the identification.
A number of detector properties have been demonstrated, including the robustness to changes in textural detail and illumination of the coats, the operability in environmental clutter, the close-to-real-time performance on high-resolution imagery as well as the particular efficiency of the employed Haar-like features in encoding Turing-like coat patterns. However, a number of detector limitations have been disclosed, including susceptibility to deep shadows, cryptic resemblance, occlusion and specular reflection. Both the detection performance as well as the pose coverage were then enhanced by employing detector arrays.

**Texture Extraction.** In Chapter 4 it has been illustrated how the component-like key point representation can be exploited to extract surface textures of biometric interest. A spatially flexible model for spatial representation and detection termed *feature prediction trees* has been used to achieve an association of key point instances to animal instances. The resulting correspondence sets have then been exploited for fitting geometrical surface models that allowed for the extraction of *pose-corrected texture maps*.

**Coat-Pattern Biometrics.** In Chapter 5 these maps have been shown to contain *individually-characteristic features* which – using an extension of *shape contexts* – can be represented as deformation-robust sets of histograms. The *earth movers distance* has been used for comparing these sets with a population database to retrieve animal identities. Finally, results from an animal colony have been shown to indicate a system performance that allows for disambiguating individuals in a colony of thousands.

### 6.2 Claims and Contributions

In this thesis it has been shown that *Turing-patterned animals can be individually identified based on visual material acquired in their natural habitat*. To the best of the author’s knowledge, fully automatic identification of individual animals by coat pattern has not been attempted before. Apart from the major claim and the novelty of the particular application class, a summary of vision-related claims and contributions is listed below:

- **Statistical Detection:**
  - an application of the *Viola-Jones detector* [212] as a point-surround descriptor
  - a method for estimating the detector resolution for encoding Turing patterns
  - the generation of a real-valued detection output by modelling detection priors
  - a gradient-supported extension that achieves improved localisation
perspective constraints for a significant detection speedup in restricted scenarios

- **Spatial Models and Biometrics:**
  - a model termed *feature prediction tree* for object formation from key points that allows to encode the structure of spatially flexible landmark sets by multiple, affine relationships
  - a technique for the extraction of individually characteristic visual features from Turing-like coat textures using *gradient direction curls* and *bandpass filtering*
  - an extension to *shape contexts* [20] that explicitly models landmark uncertainty
  - a framework for comparing shape contexts that uses the *earth movers distance* [172] and the *Hungarian method* [115] for the construction of a distance measure
  - an application of Prabhakar’s *uniqueness model* [159] to coat patterns
  - an evaluation of the *prototype system* in a colony of African penguins

### 6.3 Future Work

To consolidate, enhance and expand the present work, a selection of additional avenues of research and practical implementations that could be pursued are briefly discussed now.

First, a selection of ideas on how the techniques proposed in this thesis could be specifically extend and further integrated are listed below:

- **Detection:**
  - automating the selection of key points based on a database of 3D texture scans of animals (similar to the one built by Huang et al. [97] for human faces)
  - extension of the detector to a full tracker and feeding results of the biometric identification back to the detector in order to resolve ambiguities caused by occlusion-by-conspecifics

- **Biometric Matching:**
  - replacing the prototypical master profiles in the database by mean master patterns which are constructed as an average of multiple measurements (as recently suggested by Ross et al. [170] for fingerprints)
  - or replacing the one master profile used to represent an individual in the database by a non-parametric distribution built from multiple, confirmed measurements
  - building a truly physical species model to further compensate for occurring distortions
find out about the true randomness intrinsic to coat patterns by analysing truly large numbers of spot patterns

In broader terms, the future success of vision as an enabling technology for an automatic monitoring of animal populations will crucially depend on the ability of systems:

- to cope with uncontrollable environmental factors such as high dynamics in lighting or the occurrence of specular reflectance, deeps shadows, fog, rain etc.
- to adequately compensate (via sensor multiplicity or smart acquisition) for animal behaviours that conceal the biometric entity of interest, that is activities such as grouping (resulting in occlusions) or rapid motion (resulting in motion blur)
- to improve the detection of non-linear body deformations and intra-population variances of coat textures by more efficient and effective models that demand less labeling/manual efforts.

Finally, the work discussed in this thesis has sparked an interdisciplinary research project between computer scientists, biologists and physicists. The project aims to develop and commission the world’s first automated biometric vision system that autonomously monitors an entire animal colony (see Figure 6.1).

**Figure 6.1:** Planned Monitoring System for Penguins on Robben Island. (a) Screenshot of the software prototype AnimalID currently under development. It is intended to be a distributed, network-based application. Its aim is to provide user-friendly access to an IT infrastructure that implements the algorithms discussed in this thesis, and thus enables biologists to utilise the vision technology for the benefit of their research and the conservation of the investigated species. (b) Diagram of the planned hardware infrastructure on Robben Island, South Africa. Field camera systems (yellow) detect species members in suitable poses and send coarsely cutout image patches to local servers (red) which then extract the surface textures of interest. Therefrom, the servers build biometric profiles which are finally compared to a local (red) or global (blue) population database.
6.4 Concluding Remark

Visual biometric identification by Turing-like patterns is – in theory – applicable to a broad variety of species ranging from ants to whales. Following from the results and indications of this thesis, the approach seems to offer one avenue towards non-invasive tools that can be applied to help in reconstructing the dynamics of real animal populations.

I believe that vision engineers should play a role in facilitating the understanding and conservation of endangered animals, first of all, for ethical reasons. However, not only the animal patterns we see but vision itself is a sophisticated pattern that has emerged with life and that represents the result of millions of years of evolution. Thus, an extinction of a species may also destroy an opportunity to understand the concepts inherent to their visual systems whose capabilities are, in many aspects and often by far, superior to artificially engineered solutions.
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Im zweiten Teil der Arbeit wird illustriert, wie perspektivisch normalisierte Texturbilder Turing-gemusterter Tieroberflächen auf Basis der verfolgten Referenzpunkte extrahiert werden können. Es wird gezeigt, dass diese Bilder Merkmale enthalten, welche populationsweit einzigartig sind. Unter Benutzung von erweiterten Formkontexten (engl. *shape contexts*) können diese Merkmale in deformationsrobuste, biometrische Profile transformiert werden.
Die Anwendung von Distanzmaßen im multidimensionalen Raum dieser Profile ermöglicht letztlich eine automatische Zuordnung von Tieridentitäten zu Bildinhalten.

## Appendix A

### SYMBOLS AND FORMAL NOTATION

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>{a_1, a_2, ..., a_n}</td>
<td>a vector</td>
<td>(N) natural numbers</td>
</tr>
<tr>
<td>{a_1, a_2, ..., a_n}</td>
<td>a set</td>
<td>(\mathbb{I}) integers</td>
</tr>
<tr>
<td>((x, y), [x, y])</td>
<td>open and closed interval</td>
<td>(\mathbb{R}) real numbers</td>
</tr>
<tr>
<td>{ x \mid C }</td>
<td>set of all (x) that satisfy (C)</td>
<td>(\mathbb{C}) complex numbers</td>
</tr>
<tr>
<td>(f : S_1 \to S_2)</td>
<td>mapping from (S_1) to (S_2)</td>
<td>(\mathbb{N}_0) set of non-negative integers</td>
</tr>
<tr>
<td>(S_1 \subseteq S_2)</td>
<td>(S_1) is subset of (S_2)</td>
<td>(\mathbb{N} \cup {0}) set of non-negative integers</td>
</tr>
<tr>
<td>(\exists x : C)</td>
<td>(x) exists and satisfies (C)</td>
<td>(&lt;, &gt;) strict order signs</td>
</tr>
<tr>
<td>(\forall x : C)</td>
<td>all (x) satisfy (C)</td>
<td>(\leq, \geq) order symbols</td>
</tr>
<tr>
<td>(\sup, \inf)</td>
<td>supremum, infimum</td>
<td>(\equiv) log. equality</td>
</tr>
<tr>
<td>(M^{-1})</td>
<td>matrix inversion</td>
<td>(\varnothing) empty set</td>
</tr>
<tr>
<td>(M^T)</td>
<td>matrix transposition</td>
<td>(\infty) infinity</td>
</tr>
<tr>
<td>(\tr(M))</td>
<td>matrix trace</td>
<td>(||) Euklid’s distance</td>
</tr>
<tr>
<td>(M_1 \times M_2)</td>
<td>cross product</td>
<td>(\Re(x)) real-valued part of (x)</td>
</tr>
<tr>
<td>(M_1 \cdot M_2)</td>
<td>dot product</td>
<td>(\pr(x)) product of vector entries</td>
</tr>
<tr>
<td>(\langle a_i \rangle \cdot \langle b_i \rangle)</td>
<td>element-wise operation</td>
<td>(</td>
</tr>
<tr>
<td>(\max(S))</td>
<td>maximum element in (S)</td>
<td>(</td>
</tr>
<tr>
<td>(\min(S))</td>
<td>minimum element in (S)</td>
<td>(\angle) measured angle</td>
</tr>
<tr>
<td>(\arg)</td>
<td>argument operator</td>
<td>(\Rightarrow) implication</td>
</tr>
<tr>
<td>(x \mod y)</td>
<td>modulo operator</td>
<td>(\Leftrightarrow) if and only if</td>
</tr>
<tr>
<td>(\ker f)</td>
<td>core of mapping (f)</td>
<td>(\odot, \odot) rotation direction</td>
</tr>
<tr>
<td>(\sin, \cos, \tan)</td>
<td>trigonometric functions</td>
<td>(\partial) partial operator</td>
</tr>
<tr>
<td>(\log_b x)</td>
<td>logarithm with basis (b)</td>
<td>(</td>
</tr>
<tr>
<td>(\lg x)</td>
<td>natural logarithm</td>
<td>(\int) integral symbol</td>
</tr>
<tr>
<td>(x^y)</td>
<td>(y^{th}) integration of (x)</td>
<td>([x]) ceil operator</td>
</tr>
<tr>
<td>(\sqrt{x}, x^{1/2})</td>
<td>square root, (y^{th}) root</td>
<td>(e) Euler’s number</td>
</tr>
<tr>
<td>(\otimes, \otimes, \odot, \odot, \bullet)</td>
<td>abstract operators</td>
<td>(\Pi) product operator</td>
</tr>
<tr>
<td>(\pi)</td>
<td>(\Pi), Ludolf’s number</td>
<td>(\Delta) delta operator</td>
</tr>
</tbody>
</table>
Appendix B

EXTENDED MATERIALS

B.1 The Chemistry of Reaction Kinetics in Turing Systems

The pattern formation of Turing systems is driven by both diffusion and chemical reaction kinetics. Interestingly, an equation describing a chemical equilibrium reaction on a surface $I$ can be transformed into reaction kinetics as used for the description of Turing systems.

According to Fick’s Law of Mass Action $[214]$, the transition can be generalised in the following transformation rule that reshapes a traditional chemical equilibrium equation into a system of partial differential kinetic equations:

\[
\begin{pmatrix}
  k_2 \\
  uA + vB \rightleftarrows wC \\
  k_1
  \end{pmatrix}
\iff
\frac{\partial I}{\partial t} = \begin{pmatrix}
  u \cdot (-k_1 a^n b^p + k_2 c^q) \\
  v \cdot (-k_1 a^n b^p + k_2 c^q) \\
  \vdots
  \end{pmatrix} = \begin{pmatrix}
  f_a(a, b, ...) \\
  f_b(a, b, ...) \\
  \vdots
  \end{pmatrix} \tag{B.1}
\]

where $A$, $B$ and $C$ are placeholders for the chemical substances; $a$, $b$ and $c$ are their respective concentrations; $u$, $v$ and $w$ represent the reaction rates and $k_1$ and $k_2$ are the reaction coefficients which are constant for each reaction (expressing that rates are just proportional).

Using this scheme, chemical equilibria can be interpreted as a system of non-linear partial differential equations $f_i(I)$ that describe the reaction kinetics of the occurring reaction-diffusion. Together with the diffusion coefficients of the chemicals, the $f_i(I)$ fully determine the dynamics of a Turing system.
B.2 On the Structural Homogeneity of Polar Histograms

As discussed in the main body of the thesis, the structural homogeneity of a polar histogram is preserved if all bins have the same proportions.

It will now be shown that, for structurally homogenous polar histograms, the area of bins will grow linearly proportional to \((\log n a)^2\) where \(n\) is the ring index and \(a\) is a constant. Given a sector of a concentric ring delimited by radii \((r, ar)\) cut out by an angle \(\alpha\) (i.e. a single bin of a polar histogram as shown in Figure 5.14), the structural homogeneity is guaranteed if the bin shape, i.e. the ratio of bin width and height \(w/h = \frac{ar-r}{\pi ar}\), can be maintained as equal for all bins.

This property is guaranteed if all neighbouring bins on adjacent rings with delimiting radii \((r, ar)\) and \((ar, br)\) show equal proportions, that is:

\[
\frac{br - ar}{2\pi br/\alpha} = \frac{ar - r}{2\pi ar/\alpha} \iff \frac{br - ar}{b} = \frac{ar - r}{a} \iff \frac{b-a}{b} = \frac{a-1}{a} \tag{B.2}
\]

Further simplification yields:

\[
\frac{b-a}{b} = \frac{a-1}{a} \iff ab - a^2 = ab - b \iff a^2 = b \tag{B.3}
\]

Thus, for homogeneity, the width of adjacent rings is linked so that the delimiting radii yield \((r, ar)\) and \((ar, aar)=a(r, ar)\). With respect to some ring index \(n\), the radii grow exponentially by a constant exponent \(a\). Consequently, the area of bins with respect to the ring index \(n\) must grow linearly in \(\log^2\)-space.
B.3  Information on the Study Site of Robben Island

The currently second largest African penguin colony – bearing more than 12,000 birds – is located on Robben Island\(^1\), South Africa. The figure below illustrates the geography of the island at the southernmost tip of Africa.

\(\text{Robben Island. (a) Robben Island (indicated by a red circle) is situated at the Western Cape of the African continent. (b) It lies 12 kilometers off the coast of Cape Town, South Africa in Table Bay. (c) An aerial photograph of the island: the study site is indicated by a red circle. [images: 102]}\)

The penguin colony was selected for study since it provides close-to-optimal conditions for the observation of the species and the extensive data collection and testing of an artificial identification system:

1. The island is inhabited and accessible by ferry from Cape Town in about 40 minutes.
2. Mains power can be made available to supply technical devices at the major penguin highways, so there is no general need for expensive stand-alone power supplies.
3. The small size (apprx. 6 km\(^2\)) of the island gives scope to monitor an entire colony in a future application scenario using only a small number of observation kits. It is estimated that 10 to 15 client devices will regularly monitor over 90% of the colony.
4. The University of Cape Town and the South African Marine and Coastal Management are involved in local research activities on the island. They agreed to collaborate on this project. ■

\(^1\)With 507 ha it is the largest of the islands along the coastline of South Africa. The blue slate island is most famous for being the prison site that housed Nelson Mandela during apartheid.