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Abstract.
In this paper we present an approach for speeding-up the generation of Digitally Reconstructed Radiographs (DRRs). DRRs are needed to confirm patient setup before preplanned clinical procedures such as robotic surgery or radiation therapy in a process known as 2D/3D medical image registration. Rendering DRR images is a computationally intensive process and is considered a bottleneck in 2D/3D registration and there has been some recent interest in developing fast rendering techniques. This paper explores high speed rendering of DRR images from a CT data volume by parallel processing on multiple CPU cores. We investigate the relation between the execution time of our parallel DRR algorithm, the number of cores, and the number of rays (resolution) which are used to render the DRR image. We also compare the quality of DRR images rendered using an approximate method and compare this with approaches proposed by others. Our experimental results demonstrate a speed-up of better than three times using 4 CPU cores and better than 5 times using 8 cores. Our approximate approach gives a peak signal-to-noise ratio (PSNR) of 37 dB, which is comparable to that produced by other approximate techniques proposed and represents an overall speed-up of 26 times compared with a conventional ray casting approach.

1 Introduction
A Digitally Reconstructed Radiograph (DRR) is a two dimensional simulated image of the human phantom, rendered from medical tomography data sets, such as a Computed Tomography (CT) data set [1]. Rendering DRR images is important for many medical applications, such as, 2D/3D medical image registration [2] and brachytherapy [3]. In radiation therapy treatment systems, DRR floating images are a vital part of the patient positioning process and may be aligned manually or automatically using the 2D/3D registration process.

DRRs are generated from the medical tomography data by summing the attenuation of each voxel along known ray paths through the data volume. However, this conventional ray tracing approach to DRR rendering is an extremely computationally expensive process and forms a bottleneck for different medical applications, like in 2D/3D image registration [4]. Normally, conventional DRR generation requires \( p \times q \) rays to be cast to generate a DRR from a tomography data volume; where \( p \) and \( q \) are determined by the image resolution, usually chosen to match that of the solid-state flat panel X-ray detector.

However, various methods have been proposed to speed up the generation of DRRs. Rassakoff et.al. [5] implemented a special ray-based data structure called an Attenuation Field (AF) to be used in the generation of a DRR instead of the conventional ray casting method. According to the original proposal of light fields by Levoy and Hanrahan [6] and similar work in concept (Transgraphs) introduced by LaRose [7], they provide a way of parameterizing the set of all rays that emanate from a static scene to perform 3D rendering. Their approach uses a so called, light slab, which is a convex quadrilateral object consisting of two main planes \((u,v)\) and \((s,t)\). This is used to parameterize each ray in the space as \( R \equiv P_i(u,v,s,t) \) where plane \((u,v)\) is the focal plane and \((s,t)\) is the image plane (camera plane). To create an image for an object inside the light slab, infinitely many rays must be calculated. An AF is generated from a set of DRR images rendered by ray casting from multiple view points. Typically 100 AF-DRR are generated for each anatomic and orientation \((\Delta r = 10^\circ, \Delta t = 10\text{mm})\), using random camera poses. So, for a typical AF 600 AF-DRR are required with resolution of \(256 \times 256\) pixels.

To generate DRR images using an AF Russakoff et.al. generated a sufficiently large number of AF-DRR and used an interpolation scheme to cover the missing ray samples. From the AF they generate AF-DRRs with a resolution of \(256 \times 256\) pixels in about 50 ms on a PC workstation, with a 2.2 GHz. Intel Xeon processor. Although the image quality is poorer than DRR images rendered by conventional ray tracing Russakoff et al. demonstrate that this does not seriously affect the target registration error.

This paper investigates parallel processing (i.e. the simultaneous use of more than one CPU to execute a program [8]) on the CPU for DRR generation. Parallel processing has been employed within many different types of applications.
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In our case, we generate DRR images by casting rays using more than one processor in order to obtain faster results, which means we are now be able to process more than one ray concurrently. Multi-threaded techniques are well suited to multi-core CPUs found in many modern PCs and we have obtained a significant performance increase in the generation of DRR images with this approach. We generate DRRs from multiple view point without any restriction or limitation on the camera (X-ray source) position for anatomic and orientation ($\Delta r = 1^\circ$, $\Delta t = 1mm$) using conventional ray casting. We also investigate possibilities for further speedup using an interpolation approach to generate approximate DRR images similar in quality to those introduced by Russakoff et al. In our knowledge this is one of the first studies to generate DRR images exploiting CPU parallel processing which could be used within the 2D/3D registration framework.

2 Method

The complexity of DRR generation results from the massive number of calculations needed and the large number of ray casting operations. Compared with more general surface rendering techniques, rendering DDR images is considerably more computationally demanding as we need to compute the attenuation of a monoenergetic beam due to different anatomic material (e.g. bone, muscle tissue etc.) within each voxel, using Beer’s Law [9].

$$I = I_0 \times \exp(-\mu \times x)$$

Where $I_0$ is the initial X-ray intensity, $\mu$ is the linear attenuation coefficient for the voxel (material) through which the ray is cast, $x$ is the length of the X-ray path and subscript $i$ denotes the voxel index along the path of the ray, as illustrated in Figure 1.

![Figure 1. Illustration for the process of DRR generation.](image)

Voxel values in CT volumes are represented by a CT number quantified in Hounsfield Units (HU). The attenuation coefficient of the material comprising each voxel can be recovered by [10]:

$$CT\text{number} = 1000 \times \left(\frac{\mu_i - \mu_w}{\mu_w}\right)$$

where $\mu_i$ is the attenuation value of a particular volume element of tissue (voxel) and $\mu_w$ is the linear attenuation coefficient of water for the average energy in the CT beam.

2.1 Parallel Processing

Our objective is to increase the speed of DRR generation using parallel processing. To test the approach, we developed and implemented the following algorithm (Algorithm 1) in C++ using the OpenMP library. This algorithm is designed not only to describe how the DRR image will be generated, but also, how the work (generation process) can be distributed and decomposed across the multiple processors.

The special algorithm of box ray intersection points [11], has been implemented internally in Algorithm 1. The aim of this implementation is to quickly calculate the coordinates of the intersection points within the CT volume through the ray path. A point based algorithm [1] is implemented to speed up the rendering process by sampling the intersection points within the CT volume. Different types of rendering algorithm could be implemented, such as ray casting [12], splatting [13] or shear-warping [14], but generally they exhibit a higher time consumption of $O(N^3)$ time complexity, compared to the point based algorithm of $O(N^2)$ time complexity [1].

The execution time of the parallel DRR algorithm differs according to the number of cores. Normally a large number increase the number of parallel threads which reduces the rendering time of the DRR images, by casting multiple rays simultaneously. Also, the size of the CT volume affects the total time of the DRR generation and the PSNR ratio for the interpolated versus non-interpolated DRRs. More detailed information is presented in Table 1.
Algorithm 1 Parallel processing of DRR generation using OpenMP

1: # openmp start parallel for
2: for all $i$ such that $0 \leq i \leq \text{imgDimX}$ do
3:     $\text{count} \leftarrow i \times \text{imgDimY}$
4: for all $j$ such that $0 \leq j \leq \text{imgDimY}$ do
5:     $x\text{ray} \leftarrow x\text{rays}[\text{count}]$
6:     $\text{absorptionSum} \leftarrow 0$
7: for all $t_0$ such that $\text{stratTime} \leq t_0 \leq \text{endTime}$ do
8:     if CTimg.intersection($x\text{ray}$) then
9:         $\text{inrsecPnt} \leftarrow x\text{ray}.\text{getPosition}(t_0)$
10:        $\text{absrp} \leftarrow \text{CTimg}(\text{CTimg}.\text{offset}($\text{inrsecPnt}$))$
11:        $\text{absorptionSum} \leftarrow \text{absorptionSum} + \text{absrp}$
8: end if
9: end for
10: $\text{drr}.\text{setAbsorption}(\text{absorptionSum})$
11: $\text{count}++$
12: end for
13: end for

<table>
<thead>
<tr>
<th>DRR Image Size</th>
<th>Number of Processors</th>
<th>PSNR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Single</td>
<td>Dual</td>
</tr>
<tr>
<td>128×66 (pelvis)</td>
<td>56</td>
<td>14*</td>
</tr>
<tr>
<td>128×86 (lung)</td>
<td>75</td>
<td>19*</td>
</tr>
<tr>
<td>256×133 (pelvis)</td>
<td>689</td>
<td>204*</td>
</tr>
<tr>
<td>256×172 (lung)</td>
<td>879</td>
<td>268*</td>
</tr>
<tr>
<td>512×267 (pelvis)</td>
<td>5570</td>
<td>1629*</td>
</tr>
<tr>
<td>512×344(lung)</td>
<td>7158</td>
<td>2153*</td>
</tr>
</tbody>
</table>

Table 1. Time consumption of pelvis and lung DRR images generation in milliseconds, with and without interpolation*, and the PSNR ratio for the interpolated versus non-interpolated DRRs. This results have been calculated using two different machines; Intel Core 2 Quad Q6600 2.4 GHz Quad Core Processor and Intel Core 1.8 GHz Octal Core Processor.

DRR rendering requires a large number of rays to generate high-quality images. DRR images rendered at full resolution require $p \times q$ rays, where $p$ and $q$ are the dimensions of the required image. On the other hand, DRR images could be generated using a reduced number of rays, by interpolating the missing values. Generating approximated DRR images, will consume a low time in comparison to the full resolution DRR images, as illustrated in Table 1.

2.2 Performance

Writing our algorithm in OpenMP does not offer algorithmic capabilities that are not already available in C or C++. So the main reason to program in OpenMP is performance [15]. An obvious concept to achieving improved performance for parallel implementation is to parallelize a sufficiently large portion of code. But in some cases the performance of the application can be controlled by the serial portion of the program. So, according to Amdahl’s law [15], if $F$ is the parallelized portion of the code and $S_e$ is the speedup achieved in the parallel portion, the overall speed-up $S$ will be:

$$S = 1/[(1 - F) + F/(S_e)]$$

Therefore, we can find the maximum improvement of the DRR generation process when it is parallelized, as illustrated in Figure 2.

Our results in Table 1, match the curves of Amdahl’s law at 90% of the parallel portion, with an overall speed-up of more than three times in comparison between a single and quad cores. This means that the parallelized algorithm represents about 90% of the DRR generation code.
3 Discussion

The acceleration we achieved varied according to the size of the CT volume data and the number of processors. The growth and availability of multi-core technology provides a low cost computing platform to speedup the generation of the DRR images. Validity and durability of our method will not stop while the improvement is going on to the processing capabilities. To enhance the speed of our approach we reduced the number of fired rays to generate an approximated DRR image (Approx-DRR). A nearest neighbour interpolation method [17] is used, providing a low cost computation to approximating the recovery of missing values of the DRR images. Samples of the resulting DRR images using parallel processing with and without interpolation are presented in Figure 3.

![Figure 3. Sample of DRR images, were generated using pelvis/lung CT volume data, were (a,b,e,f) non-interpolated DRRs and (c,d,g,h) interpolated DRRs with PSNR ratios (43 dB) for the interpolated versus non-interpolated DRRs. All the samples are generated using parallel processing.](image)

We performed a quantitative comparison between the full resolution DRR images (Full-DRR) and the Approx-DRR by computing the peak signal-to-noise ratio (PSNR).

\[
PSNR = 20 \times \log_{10} \left( \frac{R}{MSE} \right)
\]

Where \( R \) is the maximum pixel value and \( MSE \) is the mean square error. A set of PSNR ratios were computed for a range of the most common used size (resolution) of the DRR images and from different directions. As in Figure 3, it is hard to notice the difference between the Full-DRR images and the Approx-DRR images, because the PSNR ratios are about 43 dB, and according to Huang et.al. [18], PSNR ratios above 36 dB represent an excellent image quality of compressed images (Approx-DRR).

However, we generate an Approx-DRR image with a resolution of 256 \times 133 pixels in approximately 60 \( ms \) using an Intel Core 2 Quad Q6600 2.4 GHz Quad Core Processor and in 38 \( ms \) using Intel Core 1.8 GHz Octal Core Processor. Our current results are comparable to the results in the literature [5] [4], and it could be improved for the high resolution DRR images \( \geq (512 \times 512) \), by degrading the PSNR ratio to the acceptable level of image quality \( \geq \)
36 dB. Experiments show that using 25% of the total number of rays is the breaking point of generating Approx-DRR with resolution of 256×133 pixels.

4 Conclusions

The results show that rendering DRR images can be speeded-up using CPU parallel processing, with speed improvement for more than five times comparing it to the serial approach. Our approach reduced the time required to generate 256×133 pixels DRR image from 256×256×133 CT volume using the conventional way from 1 second to 59 ms for the approximated DRR image using quad cores, and to 38 ms using octal cores. So, DRR generation has been speeded-up more than 26 times. Furthermore, the quality of DRR images still in the excellent resolution category with PSNR value ≥ 36 dB for DRR image with 256×133 pixels resolution. An important consideration is that our approach of CPU parallel processing does not require any pre-processing steps unlike other methods of DRR generation as [2] [19] [5] [7]. There is no requirement to apply anti-aliasing, blurring or heavy interpolation methods, in order to enhance the quality of the generated DRR images even when no interpolation is used. Additionally, we generate DRRs from multiple points of view over six degree of freedom x, y, z, yaw, pitch, roll), without any restriction or limitation on the camera position for anatomic and orientation (Δr = 1°, Δt = 1 mm).
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