1 Quantitative evaluation

Table 1 extends the evaluation already reported in the paper, by showing the average AUCs of all the confidence measures involved in our self-supervised sample selection. We can observe how all of them perform worse than APKR, with the exception of WMN, achieving slightly lower AUCs in 2 out of 3 cases with the SGM algorithm. For this reason and due to the lack of space, in the paper we have included only results for APKR.
Table 1. Average AUCs on the three datasets (from top to bottom: KITTI 12, KITTI 15 and MIDD 14). Evaluation of the three confidence measures with three algorithms (CENSUS, MC-CNN, SGM), trained on ground-truth data (GT), on labels obtained by SELF [1] and by the proposed method. We also include in the table a single AUC concerned with the confidence measures used by our method to select positive/negative samples, not affected at all by training labels. For each stereo algorithm we also report the average error $\epsilon$ on each dataset computed with error bound set to 3, for KITTI datasets, and set to 1 for MIDD 14.
2 Training data analysis: accuracy vs density

Table 2 reports detailed accuracy, density and intersection with ground-truth, for each of the eight stereo pairs. While SELF always provide a higher number of samples per image and, thus, a higher density, our method always outperforms SELF in terms of accuracy with the three confidence measures, resulting in a lower number of wrong labels predicted. On image 000180, SELF achieves a lower density compared to the other pairs. As stated by the authors [1], that sequence provides no useful cues for finding correct matches, thus the reported statistics only concerns with wrong labels.

<table>
<thead>
<tr>
<th>Method</th>
<th>A D / D ∩ GT</th>
<th>A D / D ∩ GT</th>
<th>A D / D ∩ GT</th>
</tr>
</thead>
<tbody>
<tr>
<td>SELF [1]</td>
<td>96.0% 48.4% / 55.6%</td>
<td>94.8% 45.4% / 48.3%</td>
<td>91.6% 42.6% / 46.6%</td>
</tr>
<tr>
<td>Prop.</td>
<td>98.3% 6.9% / 6.34%</td>
<td>98.1% 11.0% / 11.6%</td>
<td>86.1% 12.4% / 13.0%</td>
</tr>
</tbody>
</table>

Table 2. Analysis of training labels inferred on eight sequences of KITTI 12. For SELF [1] and the proposed method we report the accuracy A for the predicted labels (computed for points with available ground-truth), the average density D on the eight sequences, the intersection between the density of labels inferred by the two methods and the eight images with ground-truth (D ∩ GT). The average density of KITTI 12 ground-truth data on the eight images is 19.5%.
3 Training data analysis: distribution

Figure 1 and 2 report, respectively, the distribution of positive and negative samples for the entire disparity range concerned with positive and negative samples extracted by SELF [1] and by the proposed method with disparity maps provided by three stereo algorithms CENSUS, MC-CNN [10] and SGM [11]. The figure also reports the distribution of positive and negative samples for ground-truth data (independent of the stereo algorithm deployed). While SELF and the proposed method generate a substantially similar distribution of negative samples, the distribution of positive samples is very different. In particular, we can observe how the proposed method generates a distribution very similar to the ground-truth, while SELF provides very few positive samples at lower disparity values (i.e., for farther 3D points). Being the three state-of-the-art confidence measures O1 [2], CCNN [3] and PBCP [4] based on disparity map analysis, this unbalanced availability of positive and negative samples at low disparities greatly affects the training procedure, leading the confidence measures trained with SELF labels to assign low scores to farther points. This is particularly evident by looking at confidence maps outcome of different methods, reported qualitatively in the next section.
Fig. 1. Distribution of positive samples on the disparity range, according to ground-truth data (red), SELF [1] (blue) and proposed (green) methods. Results on CENSUS (a), MC-CNN [10] (b) and SGM [11] (c) data.
Fig. 2. Distribution of *negative* samples on the disparity range, according to ground-truth data (black), SELF [1] (purple) and proposed (cyan) methods. Results on CENSUS (a), MC-CNN [10] (b) and SGM [11] (c) data.
4 Qualitative results

To conclude, we report qualitative results by showing some examples of confidence maps obtained by training the three confidence measures with the proposed method, with SELF [1] and with ground-truth data. Figures 3, 4 and 5 depict maps from stereo pair 000006 of the KITTI 2012 dataset [12], respectively for CENSUS, MC-CNN and SGM algorithms. Figures 6, 7 and 8 depict maps from stereo pair Adirondack of the Middlebury 2014 dataset [13], respectively for CENSUS, MC-CNN and SGM algorithms. We can observe how measures trained with SELF often assign low confidence to farther points on the scene, as result of the unbalanced distribution of samples highlighted in the previous section.

![Fig. 3. Qualitative results on KITTI 000006 stereo pair, CENSUS algorithm. (a) O1 [2], (b) CCNN [3], (c) PBCP [4]. For each measure, we report reference image, disparity map, ground-truth data and confidence maps obtained, respectively, by training on ground-truth data, using SELF [1] and the proposed method.](image)
Fig. 4. Qualitative results on KITTI 000006 stereo pair, MC-CNN algorithm. (a) O1 [2], (b) CCNN [3], (c) PBCP [4]. For each measure, we report reference image, disparity map on top, confidence maps obtained, respectively, by training on ground-truth data, using SELF [1] and the proposed method on bottom.
Fig. 5. Qualitative results on KITTI 000006 stereo pair, SGM algorithm. (a) O1 [2], (b) CCNN [3], (c) PBCP [4]. For each measure, we report reference image, disparity map on top, confidence maps obtained, respectively, by training on ground-truth data, using SELF [1] and the proposed method on bottom.
Fig. 6. Qualitative results on Middlebury *Adirondack* stereo pair, CENSUS algorithm. (a) O1 [2], (b) CCNN [3], (c) PBCP [4]. For each measure, we report reference image, disparity map, ground-truth data on top, confidence maps obtained, respectively, by training on ground-truth data, using SELF [1] and the proposed method on bottom.
Fig. 7. Qualitative results on Middlebury *Adirondack* stereo pair, MC-CNN algorithm. (a) O1 [2], (b) CCNN [3], (c) PBCP [4]. For each measure, we report reference image, disparity map, ground-truth data on top, confidence maps obtained, respectively, by training on ground-truth data, using SELF [1] and the proposed method on bottom.
Fig. 8. Qualitative results on Middlebury *Adirondack* stereo pair, SGM algorithm. (a) O1 [2], (b) CCNN [3], (c) PBCP [4]. For each measure, we report reference image, disparity map, ground-truth data and confidence maps obtained, respectively, by training on ground-truth data, using SELF [1] and the proposed method.
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