Fast Action Retrieval from Videos via Feature Disaggregation
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**Motivation.** Learning based hashing methods have been actively studied recently. A majority of the approaches [2, 3, 4, 5] have been specifically developed for image retrieval. However, due to the extra temporal information, videos are usually represented by much higher dimensional features compared with images, causing high computational complexity for conventional hashing schemes. Learning hash functions can become quite time-consuming and even intractable when dealing with very high-dimensional video data. Besides, a lot of hashing methods are based on linear projections (e.g., random projection [4]). In terms of mapping the data from the very high-dimensional space to a reduced one, the memory requirements for storing the projection matrix and performing the mapping operation impose heavy burdens.

**Contributions.** A novel hashing scheme, namely Disaggregation Hashing (DH), is proposed for high-dimensional video data. Our main idea is to disaggregate the original high-dimensional features into several groups of low-dimensional ones, based on which independent hash functions are learned. Figure 1 shows the overall framework of our method.

A given set of data points $x$, our goal is to find a binary embedding function $h(x) = \{-1, +1\}^M$, where $M$ is the length of the code. Disaggregation Hashing learns different hash functions on different subspaces obtained by feature disaggregation. Hence, each bit of the entire code is learned independently, which enhances the scalability on high-dimensional video data and allows fast parallel computation as well. Furthermore, the proposed method only needs to store a $D$-dimensional projection vector and the binary codes are of $O(D)$ complexity.

In terms of feature disaggregation or clustering, we show that by incorporating a special structure constraint into the projection matrix $W$ of PCA, $W$ can be regarded as the cluster indicator and the solution to feature clustering is identical to the one to PCA. Moreover, as mentioned in [1], $k$-means clustering has a similar formulation with PCA if we treat $W$ as the cluster indicator. Therefore, feature clustering can be effectively addressed using $k$-means clustering along the feature dimensions.

After feature disaggregation, the original feature space $\mathbb{R}^D$ is split into $M$ subspaces $\mathbb{R}^{d_m}$, where $m = 1, \ldots, M$, and $\sum_{m=1}^M d_m = D$. The overall hash function $h(x)$ consists of $M$ independent functions $h_m(x^{(m)})$, where $x^{(m)}$ corresponds to the data points from subspace $\mathbb{R}^{d_m}$. Each $h_m(x^{(m)})$ maps $x^{(m)}$ into one binary code $c_m = h_m(x^{(m)})$, and the final code is a concatenation of $M$-bit codes $c_1, \ldots, c_M$. Specifically, we define the above independent hash function as:

$$h_m(x^{(m)}) = sgn(w^{(m)} x^{(m)} + \beta^{(m)})$$

where \(\text{sgn}\) returns '+1' if the argument is positive and '-1' otherwise, and $w^{(m)} \in \mathbb{R}^{1 \times d_m}$ is the projection vector. We aim at learning similarity-preserving codes that hold the minimal average Hamming distance between similar data points. Let $c_p^{(m)}$ denote one bit code for a data point $x_p$, i.e., $c_p^{(m)} = h_m(x^{(m)}_p)$. The objective function is defined as:

$$\min_{p,q} \sum_{m \in [M]} ||c_p^{(m)} - c_q^{(m)}||$$

where $l_{pq} = +1$ if $x_p$ and $x_q$ are similar points, and $-1$ otherwise. We find the solution to Eq. (2) by addressing a greedy optimization problem and obtain the approximate optimal parameters in Eq. (1).

**Results.** The experiments are performed for action retrieval on three realistic action datasets, i.e., Hollywood2, HMDB51 and UCF101, and follow the protocols widely used in [2, 3]. We compare our method with five state-of-the-art hashing algorithms. As shown in Figure 2 and 3, our hashing scheme consistently outperforms other methods on different datasets in terms of mean Average Precision and precision-recall curves. Table 1 illustrates the training and coding time of different methods on UCF101. Thanks to feature disaggregation, our method requires much lower time for learning hash functions than most of other methods and computing binary codes for test data points is also very fast.

![Figure 1: The overall framework of the proposed Disaggregation Hashing.](image)

![Figure 2: Comparison with state-of-the-art methods in terms of mean Average Precision on (a) Hollywood2, (b) HMDB51 and (c) UCF101.](image)

![Figure 3: Comparison with state-of-the-art methods in terms of precision-recall curves@80 bits on (a) Hollywood2, (b) HMDB51 and (c) UCF101.](image)

**Table 1:** Comparison of averaged runtime using different bits on UCF101.

<table>
<thead>
<tr>
<th>Bit</th>
<th>LSH</th>
<th>Split</th>
<th>AGH</th>
<th>ITQ</th>
<th>SpherH</th>
<th>DH</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>187.0</td>
<td>4451.8 (19.4)</td>
<td>819.04 (9.9)</td>
<td>552.0 (6.62)</td>
<td>47.74 (6.24)</td>
<td>1.035 (0.52)</td>
</tr>
<tr>
<td>32</td>
<td>1303.3</td>
<td>4601.6 (23.3)</td>
<td>834.93 (11.1)</td>
<td>606.9 (8.14)</td>
<td>67.58 (2.44)</td>
<td>1.58 (1.2)</td>
</tr>
<tr>
<td>64</td>
<td>1303.3</td>
<td>4511.7 (20.2)</td>
<td>913.5 (10.7)</td>
<td>6948.6 (14.0)</td>
<td>78.99 (5.96)</td>
<td>18.22 (2.23)</td>
</tr>
<tr>
<td>128</td>
<td>1354.3</td>
<td>4773.6 (600.6)</td>
<td>857.6 (4.53)</td>
<td>7936.2 (159.6)</td>
<td>10139.0 (131.9)</td>
<td>2123.5 (1.18)</td>
</tr>
<tr>
<td>256</td>
<td>1167.9</td>
<td>5020.6 (785.4)</td>
<td>886.4 (46.6)</td>
<td>7960.9 (190.8)</td>
<td>13720.2 (393.9)</td>
<td>2467 (1.7)</td>
</tr>
</tbody>
</table>
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