Pedestrian detection represents one of the most important components of engineering devices that use automated vision to help decision systems take quick and accurate actions. Such systems are defined and customized to be useful for different needs, such as monitoring and aided surveillance, or increasing safety features in automotive industry. Given the large spectrum of applications that use pedestrian detection, demand has increased in recent years for the development of feasible solutions which can be integrated in devices such as smartphones or action cameras.

This paper focuses on finding probabilistic features that highlight the human body characteristics regardless of contextual information in images. Adjacent pixels are often spatially correlated, which means that they are likely to have similar values. We view the image as a collection of cliques \(\xi\) at a site \(V\) where \(V\) are given by the probability that at a site \(\xi\), the state \(\gamma\) is the number of cliques \(C\), and \(\eta\) in the set \(\Omega\), such as smartphones or action cameras.

Potential function: The potential at a certain state is given by:

\[
\pi^\xi(y) = \frac{e^{-\sum_{C \in F} V_C(y)}}{\sum_{\varphi \in F} e^{-\sum_{C \in F} V_C(\varphi)}},
\]

where \(V_C\) is the potential function, and \(\varphi \in F\). To get the probability that at a site \(\xi\), the state \(\gamma\) is \(\gamma\), we need to define a potential function \(V_C(\gamma)\) in the neighbouring system, here denoted by a collection of cliques \(C\). To be able to do this, we refer to the auto-binomial model that was introduced by Besag [1] to describe types of spatial processes, examining some stochastic models that occur in the texture of various physical materials.

Potential function: The potential at a certain state is given by:

\[
V_C(y) = \begin{cases} 
-\ln\left(\frac{\gamma}{\gamma_k}\right) + \gamma_k & \text{if } C = \{\xi\} \\
\frac{\gamma - \gamma_k}{\nu} & \text{if } C = \{\xi, \eta\} \\
0 & \text{otherwise},
\end{cases}
\]

where \(\nu\) is a normalization constant. If we replace Eq. 2 in Eq. 1, we get the probability assigned to a local system, and namely Eq. 3.

Feature calculation: The normalized autobinomial Markov channels are given by the probability that at a site \(\xi\) the state \(\gamma\) is \(\gamma\):

\[
\pi^\xi(y) = Z^{-1} \left(\frac{\Gamma}{\Gamma/2}\right) \sigma^{\gamma_k}(1 - \sigma)^{\Gamma - \gamma_k},
\]

where \(Z\) is a normalization constant for the binomial distribution, and \(\sigma = \sigma(N) = \frac{e^{\alpha B}}{1 + e^{\alpha B}}\). The scalar product \((\alpha, \beta)\) of the two vectors of size \(\Omega\) sums up and weighs with \(\alpha\) the absolute difference of gray levels \(\beta_k = \langle \gamma_N \rangle - \langle \gamma_P \rangle\). The only sites participating are pairs of cliques found in the same neighborhood of the analyzed pixel. In other words \(\eta \neq \eta'\), and \(\eta, \eta' \in N\), where \(\langle \eta, \xi \rangle\) and \(\langle \eta', \xi \rangle\) represent two pairs in \(C\) containing \(\xi\).

The main advantage of using the normalized autobinomial Markov channels as feature descriptor comes from the property of randomly selecting pixels to be part of the neighborhood system, having a significant contribution for pedestrian detection in noisy scenarios. Another benefit is given by the fact that it shows several possibilities of optimizations by turning many of the computations into memory accesses.

This paper introduces the normalized autobinomial Markov channels and proves that the general idea of feature scaling is applicable. Moreover, it uses a method of feature decorrelation [3] to substitute the need for oblique splits, and shows that such a cascade of boosted trees [4] outperforms the majority of the existing features and methods for pedestrian detection. The results shown in Fig. 2.a and Fig. 2.b demonstrate the efficiency of our approach against the tested state-of-the-art solutions.
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