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Abstract

In this work we solve the uncalibrated photometric stereo problem with lights placed near the scene. Although the devised model is more complex than its far-light counterpart, we show that under a global linear ambiguity the reconstruction is possible up to a rotation and scaling, which can be easily fixed. We also propose a solution for reconstructing the normal map, the albedo, the light positions and the light intensities of a scene given only a sequence of near-light images. This is done in an alternating minimization framework which first estimates both the normals and the albedo, and then the light positions and intensities. We validate our method on real world experiments and show that a near-light model leads to a significant improvement in the surface reconstruction compared to the classic distant illumination case.

1 Introduction

Photometric stereo (PS) [31] is a technique to accurately recover the normal map of a 3D scene from several pictures (at least three) taken from the same viewpoint and under different illumination conditions. When the light directions and intensities are known, photometric stereo can be solved as a linear system. When the illumination is not known, one needs to solve a much harder problem: uncalibrated photometric stereo. Typical assumptions are the Lambertian reflectance, orthographic projection, absence of shadows and interreflections and that the light sources are far away from the object. In particular, the last assumption allows to consider parallel illumination and, consequently, a simpler image formation model.

The distant light assumption is a reasonable approximation as long as the dimensions of the scene are much smaller than the distance of the light sources. However, this may not be the case in many practical scenarios such as endoscopy, cultural heritage, reconstruction of big indoor objects, underground and underwater navigation, or full human body 3D reconstruction. Recently, several hybrid methods [5, 34] that fuse photometric stereo and depth information provided by the Kinect [12] have been proposed. A near-light photometric stereo algorithm would be beneficial to this fusion especially for medium scale scenes (e.g., the size of a room) when lights cannot be placed too far away from the objects. However, the close-lights calibration is not a trivial task [1, 6, 28, 29, 30].

Motivated by this fact, we introduce an uncalibrated near-light photometric stereo method where no prior information about light position and intensities is needed. We achieve this by first analyzing the reconstruction ambiguities and then by introducing an iterative technique to solve for the normals, reflectance and lights. We demonstrate the practical use and
accuracy of our algorithm with real world experiments and compare it with the state-of-art in uncalibrated distant light photometric stereo.

2 Prior Work

Near-Light Photometric Stereo: There are several shape from shading [14, 24, 32, 33] and calibrated photometric stereo [1, 11, 17, 19, 25] techniques that assume known illumination sources distributed near the object. In the early work of Clark [16] the depth map is estimated directly from intensities and their derivatives with respect to the light motion. For this reason a very precise controlled lighting setup is necessary which in practice is not always possible. In [16] a near-light photometric constraint is added to the multi-view stereo problem for 3D reconstruction. In [17] the depth is estimated via a non-linear equation. The uniqueness and convergence of the solution is guaranteed by assuming known the possible range of values the normals and depth can have. In a recent work of Ahmad et.al [3], the light locations are calculated using two chrome spheres. Later, the per-pixel light directions are obtained by subtracting from these locations the depth, previously estimated via the conventional distant light photometric stereo method. There are also techniques focusing on particular practical scenarios such as laparoscopy [11] or noise reduction [19]. Typically, the calibration is done by using at least two calibration spheres [22] and the 3D position of lights is calculated by triangulating at least two rays in space. This procedure is very sensitive to noise and measurement errors. Indeed, there is an extensive literature that considers these issues [1, 6, 28, 29, 30].

Uncalibrated Distant Light Photometric Stereo: In the distant light case, it is well known that when no information about the lights is available, the normals and lights can be obtained up to a $3 \times 3$ invertible matrix (nine-parameters ambiguity). This is done by computing a singular value decomposition of the data matrix and by forcing its rank to be 3 [15]. If the integrability constraint is imposed, the ambiguity reduces to the three-parameters generalized bas relief (GBR) ambiguity [7]. In order to impose the integrability constraint, a binary mask (typically generated with manual intervention) is necessary so that a smooth and continuous portion of the scene is available. In addition, the mask, which typically isolates a smaller and central portion of the scene, most of the times hides the reconstruction distortion (which is stronger towards the borders of the image) due to the distant light assumption. Several additional assumptions (on the geometry, the albedo and/or the lights) need to be imposed to the problem to fix the GBR ambiguity. This can be done by exploiting diffuse maxima [20], specular maxima [13], interreflections [9], entropy minimization [3, 21], chromaticity clustering [26] or perspective projection [21].

Uncalibrated Near-Light Photometric Stereo: In this work we focus for the first time on uncalibrated near-light photometric stereo. Only in [18] uncalibrated near-lights were considered. However, the method only recovers depth cues obtained from particular illumination configurations (lights moving on a line or plane), while in our algorithm we consider illuminants distributed arbitrarily in front of the object. We show that in the near-light case the ambiguities reduce to a rotation and scaling. Iteratively we update for the light positions, light intensities, normals, depth and albedo without making any stringent assumptions about scene geometry, reflectance or light distribution.
3 Near-Light Lambertian Model

The image formation model typically used for the near-light case under the Lambertian reflectance is (see [10, 14, 16, 32])

\[ I_{pk} = \frac{\rho_p N_p^T (L_k - X_p)}{\|L_k - X_p\|^q} e_k, \]

where \( q = 3 \), \( N_p \) is the normalized normal, \( L_k \) is the 3D position of the \( k \)-th light, \( e_k \) the corresponding intensity, \( X_p \) is the 3D position of a generic point of the surface and finally \( \rho_p \) is the albedo, where \( p \) denotes the pixel or spatial index. Notice that the intensity fall-off is inversely proportional to the square distance of the light source from the object. In [25] the attenuation term is considered to be inversely proportional to the distance instead of the square distance of the light from the surface point and in this case we have \( q = 2 \). In this work we investigate both cases \((q = 2 \text{ and } q = 3)\).

4 Calibrated Near-Light Photometric Stereo

In this section we propose a solution for the calibrated near-light photometric stereo. By assuming a known focal length \( f \), camera pixel size \( \mu \) and approximate mean depth \( \hat{z} \) of the object from the camera, we define the relationship between real world coordinates \((x, y)\) and image coordinates \((u, v)\) as

\[ (u, v) = \frac{\mu \hat{z}}{f}, (x, y). \]

Let us write the 3D coordinates and normal of a scene point as

\[ X_p = d [x, y, z]^T, \quad N_p \propto [\nabla z, -1]^T, \]

where \( d = \frac{\mu \hat{z}}{f} \). Let the light pencil be

\[ \hat{L}_{pk} = \frac{L_k - X_p}{\|L_k - X_p\|^q} e_k, \]

where one can notice the dependence from both pixel index \( p \) and light index \( k \). Then, we can rewrite the image formation model as

\[ I_{pk} = B_p^T \left( L_k - X_p \right) \frac{e_k}{\|L_k - X_p\|^q} = B_p^T \hat{L}_{pk}, \]

where \( B_p \) are the normals scaled by the albedo. In the calibrated case we know the 3D locations of the point light sources, but we can not determine the per-pixel light directions because we have no information about the depth of the scene. For this reason we estimate lights and depth in an iterative way. Initially, we set \( X_p = d [x \ y \ 1]^T \). Once we have computed the light pencil we can estimate the normals for the distant light case. We do this for each pixel \( p \) independently via simple least squares: \( B_p = \left( \hat{L}_p^T I_p \right)^T \). Then, we integrate the normals [2], update the depth map and repeat. Experimentally we noticed that convergence is fast (about 30-40 iterations). Finally, one can extract the albedo \( \rho_p \) from the estimated scaled normals \( B_p \) via \( \rho_p = \| B_p \|_2 \), where \( \| \cdot \|_2 \) denotes the \( L^2 \) norm.
5 Uncalibrated Near-Light Photometric Stereo

Let us now consider the uncalibrated case where no information about the 3D locations and intensities of the lights is provided. In the distant light assumption (under orthographic projection) it is well-known that there are ambiguities [1]. One may wonder what ambiguities exist in the near-light case.

**Linear ambiguities.** This analysis is limited to a linear transformation of the unknowns. From eq. (1), we can transform normals, light positions and points by generic $3 \times 3$ matrices $Q_N$ and $Q_L$ and the albedo and light intensities by an arbitrary scaling such that

$$
I_{pk} = \frac{\tilde{\rho}_p \tilde{N}_p^T (\tilde{L}_k - \tilde{X}_p)}{||\tilde{L}_k - \tilde{X}_p||^q} \tilde{e}_k = \frac{\tilde{\rho}_p N_p^T Q_N Q_L (L_k - X_p)}{||Q_L (L_k - X_p)||^q} \tilde{e}_k.
$$

Notice that given a surface point $\tilde{X}_p = d Q_L [x, y, z]^T$ and its normal vector $\tilde{N}_p = Q_N^T [\nabla z^T, -1]^T$, we obtain that $Q_L = Q_N^{-1}$. Also, one can conclude that the only family of transformations $Q_L$ that does not change $||L_k - X_p||^q$ are rotations. There can also be a scaling factor $s$ which is absorbed inside the product between $\tilde{\rho}_p$ and $\tilde{e}_k$. Indeed, with $R$ a rotation matrix, we have $\tilde{N}_p = R^{-T} N_p, \tilde{L}_k = s R L_k, \tilde{X}_p = s R X_p$ and $\tilde{\rho}_p \tilde{e}_k = s^{d-1} \rho_p e_k$. This means that the same observations can be obtained by just rotations and scalings of the lights, the points, and the normals, and by scaling the albedo and light intensities.

**Mean depth ambiguity.** So far we have stated that the mean depth $\hat{z}$ is given. Here we show that this parameter needs to be fixed as it constitutes an ambiguity. Firstly, $N_p$ does not depend on $\hat{z}$. However, an incorrect $\hat{z}^* = t \hat{z}$, for some $t > 0$, will have an effect on the point $\tilde{X}_p = d t [x, y, z + (t - 1) \hat{z}]^T$. As this error is constant, it can be compensated by the lights by setting $\tilde{L}_k = t (L_k + d [0, 0, (t - 1) \hat{z}]^T)$ and by the albedo and light intensities, by setting $\tilde{\rho}_p \tilde{e}_k = t^{q-1} \rho_p e_k$. This shows that for any guess of the mean depth the other unknowns are scaled and translated versions of the true parameters.

**Alternating minimization algorithm.** To obtain a unique solution, one needs to fix at least the above rotation and scaling ambiguities. The rotation is determined by three parameters: the rotation around each of the axis in 3D. We fix two of them by defining the $(x, y)$ reference system of the points to be perpendicular with the viewing direction. By using $(x, y)$ and by assuming that the depth is not a plane we obtain $R = I_d$ (the identity matrix). To fix the remaining parameters it is sufficient to fix $d$ (i.e., the mean depth) and the albedo scale. We calculate the normals, albedo, light positions and light intensities iteratively.

Our alternating minimization procedure is made of two steps where we first estimate depth, albedo and normals by using the calibrated algorithm, and then we estimate the lights and their intensities given the normals, the depth and the albedo. We estimate the light positions and intensities by minimizing the following objective function

$$
\min_{L_k, e_k} F(L_k, e_k) = \min_{L_k, e_k} \sum_p \left( I_{pk} - e_k \frac{B_p^T (L_k - X_p)}{||L_k - X_p||^q} \right)^2.
$$

Since the cost functional is non convex, we perform an initial brute force coarse search in order to get an initial estimate for the light positions. To make the search computationally
initialization $X_p \leftarrow d [x, y, 1]^T, B_p \leftarrow [0, 0, -1]^T$;

$(L_k, e_k) \leftarrow \min_{L_k, e_k} \sum_p \left( I_{pk} - e_k \frac{B_p^T (L_k - X_p)}{\|L_k - X_p\|^q} \right)^2$;

repeat
  $\hat{L}_{pk} \leftarrow e_k \frac{(L_k - X_p)}{\|L_k - X_p\|^q}$;
  $B_p \leftarrow \left( \hat{L}_{pk}^T \right)^T$;
  $z \leftarrow \text{Poisson Integration}(B_p)$ [2];
  $X_p \leftarrow d \left[ p \right]$;

$(L_k, e_k) \leftarrow \min_{L_k, e_k} \sum_p \left( I_{pk} - e_k \frac{B_p^T (L_k - X_p)}{\|L_k - X_p\|^q} \right)^2$;

until mean($z^{i+1} - z^i$) < $10^{-4}$ cm;

Algorithm 1: Uncalibrated Near-Light PS Algorithm

efficient we search within a one meter cubic volume with a 10 cm step for the light positions. For every light candidate we obtain a closed form solution for the light intensities

\[ e_k = \sum_p \left( I_{pk} \frac{B_p^T (L_p - X_p)}{\|L_p - X_p\|^q} \right) / \sum_p \left( \frac{B_p^T (L_p - X_p)}{\|L_p - X_p\|^q} \right)^2. \]  

Second, we refine for the light positions via gradient descent $L_{k+1} = L_k - \gamma \frac{\partial F}{\partial L_k}$, where

\[ \frac{\partial F}{\partial L_k} = -2 \sum_p \left( I_{pk} - e_k \frac{B_p^T (L_k - X_p)}{\|L_k - X_p\|^q} \right) \cdot \left( e_k \frac{B_p \|L_k - X_p\|^2 - q(L_k - X_p)^T B_p (L_k - X_p)}{\|L_k - X_p\|^{q+2}} \right) \]

and $\gamma > 0$ is a small step coefficient. The steps are summarized in Algorithm 1.

6 Experiments

We performed real world experiments to validate our method and show the advantages of the near-light model compared to the distant light one. We acquired images of four real world scenes: Dwarf, Sphere, Face and House, which we will make publicly available. For the first two datasets (Dwarf, Sphere) we captured images with controlled illumination where the camera was positioned 60 cm above the scene. We randomly distributed 12 led lights in the upper hemisphere of the scene, which were positioned within a distance range of 40-60 cm. The light calibration was done manually (in order to have a ground truth reference) and the error is less than 0.5 cm. We also used the camera calibration toolbox from Bouguet [8] in order to calculate the rotation and translation that bring the light coordinates onto the camera reference system. For the second two datasets (Face and House) we used a second experimental setup where lights where not calibrated. The images were captured (20 for the Face and 15 for the House dataset) by simply moving arbitrarily a light bulb around and close to the surface of the object or face. We only made sure that the lights were placed between the camera and the scene. The minimum number of light sources is 3. However,
we used more of them in order to make the method more robust against noise, shadows, specularities and interreflections. For both setups we used a Canon 5D Mark III with a 50 mm lens fixed on a tripod.

In Fig. 3 we show the experimental results in the case of the Dwarf and Sphere datasets. We have included additional profile photos in order to create a better perception of the 3D structure of the scene. In Fig. 1 we plot the data fitting term

\[ \text{Energy} = \sum_{p,k} \left( I_{pk} - c_k \frac{B_P^T (L_k - X_p)}{\|L_k - X_p\|^q} \right)^2 \]

for \( q = 2, 3 \) against the iteration number. It can be observed that the algorithm converges quite quickly, although a small variation in the data fitting can result in a large variation of the depth estimate. Indeed, the depth estimate takes about 30-40 iterations to converge (changes between two consecutive estimates is within 0.1% of one of them). Moreover, it appears that for these datasets, a choice of \( q = 2 \) in the image formation model yields a lower fitting term, compared to that for \( q = 3 \). Indeed, the reconstruction results in the first case are better (see Fig. 3). The light estimation is more accurate as well: for the Dwarf dataset we obtain a mean error in the light coordinates estimation of 4.79 cm for \( q = 2 \) and 5.35 cm for \( q = 3 \), while for the Sphere dataset such error is 3.85 cm for \( q = 2 \) and 5.25 cm for \( q = 3 \). We also performed the reconstruction of a ground truth scene (planar scene made of paper) and obtained a mean angular error in the surface normals estimation of 4.05 angular degrees for \( q = 2 \) and 9.47 angular degrees for \( q = 3 \), while the distant light photometric stereo method gives a mean angular error of 24.85 angular degrees. These results seem to be in contradiction with the well established image formation model for near-light illumination which requires \( q = 3 \). This might be due to the light sources we chose for the illumination setup. However, for both cases the reconstruction results obtained with our method are very good. Indeed, notice the significant improvement of the reconstruction compared to the distant light photometric stereo. Conventional photometric stereo fails because the lights are close to the scene and the distant light assumption does not hold anymore and a strong distortion of the normal map can be noticed, especially towards the borders of the image. Our uncalibrated method performs better and the solution is very close to the calibrated near-light case. However, the surface is smoothed out at the borders of the object. This is because of the shadows which introduce non-negligible distortion to the imaging model,
Figure 2: Fitting of our model to real observations in the Dwarf dataset (best viewed in color). There are twelve pairs of images where for each pair, on the top (first and third row from the top) we show an input image, and below (second and fourth row from the top) the corresponding synthetic one generated with our model and the parameters estimated via our uncalibrated near-light PS algorithm. The synthetic images are almost identical to the captured ones except at the shadow areas.

especially when the lights are closer to the scene, as in our experimental setup. Moreover, the effect of interreflections at these regions with strong concave edges is significant. In Fig. 2 we also compare the synthetic images generated with our model (for \( q = 2 \)) and estimated parameters with the input images of the Dwarf dataset. Notice that most of the intensities are well modeled except for shadows.

In Fig. 4 we show the experimental results in the case of the Face and House datasets for a choice of \( q = 2 \). In this case we included two additional photos for the ground truth perception. We compare our uncalibrated distant light PS method with the state-of-art in uncalibrated distant light PS, the Total Variation method [23] and the Diffuse Maxima one [20]. Again, one can notice really accurate details in the reconstruction and the improvement with respect to the distant lights case. Finally, the running time of our algorithm for the above datasets with resolution 0.2-0.3 megapixels varies between 3 and 4 minutes.

7 Discussion

In near-light photometric stereo (both calibrated and uncalibrated case) shadows are a problem and need to be handled properly. Indeed, the reconstruction errors due to the shadows can be noticed under the nose of the Face or at the edges of the Dwarf toy and result in over smoothing of the depth map (see Fig. 5). However, dealing with shadows in the uncalibrated near-light scenario, where subspace clustering techniques such as [27] are not applicable, is not a trivial task. It would be interesting to model also interreflections at these shadow regions. This would drastically improve the reconstruction results for many indoor scenes or underground navigation scenarios where shadows may be dominant. This study will be the focus of our future work.
Figure 3: Reconstruction results for the Dwarf and Sphere scene obtained via the second experimental setup. Rows from top to bottom: frontal (first and third column from left) and lateral (second and fourth column from left) view of the scene, reconstructed surfaces via calibrated distant light PS (second row from top), reconstructed surfaces via our calibrated near-light PS (third row from top), reconstructed surface via our uncalibrated near-light PS method with $q = 2$ (fourth row from top) and reconstructed surface via our uncalibrated near-light PS method with $q = 3$ (fifth row from top).
Figure 4: Reconstruction results for the **Face** and **House** dataset obtained via the second experimental setup. Columns from left to right: one input image (first and fourth row from top) and two views of each scene (second, third, fifth and sixth row from top), reconstructed surface via our uncalibrated near-light PS method (second column from left), the estimated surfaces via [20] (third column from left) and the estimated surfaces via [23] (fourth column from left).
8 Conclusion

In this work we investigated the uncalibrated near-light photometric stereo problem. Our method can handle arbitrary spatially variant unknown illumination and does not make any assumptions about the geometry, lights or reflectance of the scene. We proposed an iterative algorithm which converges quickly to the true solution. We validated our method on real world experiments and showed that significant improvement in the surface reconstruction can be achieved compared to the distant-light case.
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