Action Recognition by Weakly-Supervised Discriminative Region Localization
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Abstract

We present a novel probabilistic model for recognizing actions by identifying and extracting information from discriminative regions in videos. The model is trained in a weakly-supervised manner: training videos are annotated only with training label without any action location information within the video. Additionally, we eliminate the need for any pre-processing measures to help shortlist candidate action locations. Our localization experiments on UCF Sports dataset show that the discriminative regions produced by this weakly supervised system are comparable in quality to action locations produced by systems that require training on datasets with fully annotated location information. Furthermore, our classification experiments on UCF Sports and two other major action recognition benchmark datasets, HMDB and UCF101, show that our recognition system significantly outperforms the baseline models and is comparable to the state-of-the-art.

1 Introduction

Action recognition research has seen the recent introduction of both large new datasets \cite{kanade,chen} and a number of recognition algorithms, such as \cite{paulin,tran,carreira,feichtenhofer}. With several exceptions, research has been dominated by systems focused on whole-clip classification where the goal is to apply a single action label to the entire clip.

The drawback to focusing on whole-clip classification is that this results in systems that can discriminate between action label, but are unable to identify the location of the actor in clip. This limits the usefulness of the system to cases where it is sufficient to just label the video, without actually locating the action. While whole-clip classification has obvious applications in search and retrieval, the added capability to locate the actor increases the range of possible applications of the system.

Recent work \cite{carreira,feichtenhofer,tran,tran1,luo} has focused on training systems to both recognize the action and localize the actor. However these systems either require hand-annotated ground truth action locations during training or rely on a separate pre-processing step, often a human
or saliency detector, to limit the scope of possible candidate regions. Hand-annotated action location data limits a system to training from small datasets for which ground-truth information is available, such as UCF Sports, and cannot be extended to much larger datasets like HMDB and UCF101. On the other hand, using a pre-processing step makes the performance of the system highly dependent on the pre-processing detector, which is often not trained on the same data or tasks as the recognition system.

In this paper, we present an action recognition system that automatically locates discriminative regions within a video and then uses information from these regions to classify the action being performed. The system is trained in a weakly supervised manner where the training data is annotated with only the action label i.e. no annotation of discriminative regions is provided. While the focus of our approach is to find the most discriminative regions for action classification and not specifically the location of the actor in the video, our experiments on UCF Sports show that this method selects the actor location as the discriminative region with an accuracy comparable to systems trained explicitly for action localization on manually annotated data.

Furthermore, independence of the system from requiring hand-annotated data or any pre-processing steps allows us to easily extend it to much larger datasets. We show that our weakly-supervised model performs better than or comparable to the state-of-the-art on large-scale action recognition datasets, such as HMDB and UCF101.

This paper is structured as follows. Section 2 provides an overview of the previous work in action recognition related to our paper. Section 3 explains our proposed model and Section 4 provides details for learning our model. We show our experimental results in Section 5 and conclude our paper in Section 6.

2 Related Work

A large amount of literature on the problem of recognizing actions in videos has developed over the past decade. Weinland et al. [37] and Poppe [26] provide good overviews of the various action recognition methods and datasets. Wang et al. [34] shows comparisons of different methods on a variety of available well-known complex datasets.

Visual word representations of actions in videos have proven to be remarkably powerful and robust [5, 19, 24, 29]. Using these visual codebooks, some have suggested codebook refinement techniques for improved recognition results [2, 21] while others employ higher-order relations between visual words [15, 20, 22]. In [35], Wang et al. introduce a video representation based on dense trajectories and motion boundary histograms (MBH) which achieved state-of-the-art on a variety of action classification datasets. Wang and Schmid [33] improve the performance of the dense trajectories by finding a homography between frames to estimate the camera motion. Jain et al. [10] decompose visual motion into dominant and residual motions both for extracting trajectories and computing descriptors. Jain et al. [9] propose a new representation for videos based on mid-level discriminative spatio-temporal patches.

As discussed in the introduction, recent action recognition work has examined localization. Studies have the benefit of action localization in [14, 25] by utilizing person-location information or action detection prior to the task of recognition. Lan et al. [17] propose a figure-centric representation for action localization and recognition by treating person location as a latent variable and inferring it while simultaneously recognizing the action. Yao et al. [38] classify and localize human actions in videos using a Hough transform voting framework. Amer et al. [1] formulate a generative chain model of group activities to localize and recognize group activities. Yuan et al. [39] propose a discriminative pattern matching tech-
Figure 1: This diagram illustrates our approach for recognizing actions. The video is searched using a set of localizers to find the most discriminative regions. Video histograms are computed using the features from the discriminative regions and converted to nonlinear high-dimensional features. Final features are then fed into a two-layer feed forward neural network for classification.


These systems are similar in that they require access to manually annotated localization in the training data. Shapalova et al. [30] present a weakly supervised method to localize action discriminative regions in video. However, our approach is superior in that not only do we eliminate any pre-processing but we also perform better than their results on UCF Sports dataset. We will show how our approach looks for most discriminative regions automatically and that these discriminative regions tend to correspond to the action of interest.

3 Model Implementation

Figure 1 shows our proposed weakly-supervised framework for localizing discriminative regions and recognizing actions. The goal of our system is to extract most discriminative sub-regions within a video sequence and then aggregate them for the final action classification.

Given a video sequence, the classification system uses a set of localizers to find the most discriminative regions in the video necessary to classify the action. Each of these regions is represented via a visual words histogram. These histograms are then aggregated across frames to construct a video level histogram for each localizer. In order to incorporate non-linearity into our model, we use Kernel Map technique [31] to transform the histograms to a high-dimensional feature space, where linear dot product approximates Histogram Intersection Kernel (HIK). These high-dimensional features are used as inputs to a two-layer feed
Figure 2: First, we compute descriptor frames by extracting local features at densely sampled space-time locations and assigning them to their closest vocabulary word. Then, we extract the histogram of visual words for each sub-region, $r$, in the descriptor frame and compute the localization scores using the localizer weights.

A forward neural network where the second layer is a C-way softmax classifier. Picking the class corresponding to the highest probability gives us our final classification. In the following sections, we first explain our video representation and then provide a detailed explanation of our model.

3.1 Video Representation

Video data is represented using local feature descriptors computed at densely sampled interest points. We use two different feature descriptors in our experiments, namely STIP (HOG-HOF) and MBH features. The STIP features are computed densely using Laptev’s STIP detector [18] with default settings where the interest points are sampled at eight spatial and two temporal scales. The MBHx and MBHy feature descriptors, which represent the gradient of the horizontal and vertical components of optical flow, are computed along the densely sampled SIFT trajectories as explained in [36] and they are concatenated into a single MBH feature.

We construct separate codebooks for STIP and MBH descriptors by clustering a subset of 100,000 randomly selected training features using k-means. We set the number of visual words in each codebook to 4,000. Finally, each feature point is represented by its space-time location and index of the visual word in the codebook that is closest in feature space. Finally, each feature point $p_j$ is represented as the tuple $(x_j, y_j, t_j, c_j)$, denoting that it was observed at $(x_j, y_j)$ in frame $t_j$ of the video; the label $c_j$ corresponds to the index of the visual word in the codebook that is closest in feature space to $p_j$’s descriptor.

Dense sampling extracts interest points at regular space-time locations, making it possible to compact the images and significantly reduce the amount of computation necessary to localize discriminative sub-regions. A single 2D image can represent the quantized features for a given range of actual video frames as shown in Figure 2. For brevity, we will use the term “frame” to denote this descriptor image.
3.2 Localizing Discriminative Sub-Regions

As shown in Figure 1, the first step in recognizing the action is localizing discriminative sub-regions that best describe the action. These candidates are selected using a set of $D$ discriminative sub-region localizers. A localizer $\phi_d$, learned during training (as explained in Section 4), is a vector of parameters describing the probability distribution of a latent location variable. Even though localizers are not associated with any action class explicitly, using multiple localizers allows the model to select different regions in each frame to capture variations in classes. For every sub-region in each frame of the video, localizers compute the probability of that sub-region being the most discriminative in that frame as shown in Figure 2.

Formally, this is implemented with a distribution that is similar to the softmax activation function. If $R_f$ denotes the set of all possible sub-regions in frame $f$, then the probability that the sub-region $r$ is the most discriminative region for localizer $d$, $p^f(r; \phi_d)$ is defined as:

$$p^f(r; \phi_d) = \frac{\exp(\phi_d^\top h_{f,r})}{\sum_{r' \in R_f} \exp(\phi_d^\top h_{f,r'})}$$

where $h_{f,r}$ denotes the histogram describing the frequency of visual words in the sub-region $r$ contained in frame $f$. A significant advantage of this linear scoring function is that it can be computed efficiently using the integral image representation, similar to [32].

3.3 Estimating Histograms to Represent Localized Sub-Regions

Once the sub-region probabilities of each frame are computed, our objective is to compute a video level bag-of-words (BOW) representation for each localizer. The straightforward way is to select the sub-region in each video frame that maximizes the probability in Equation (1) and accumulate the histograms of regions across frames, i.e. $h_d = \sum_{f \in F} h_{f,r^{\text{max}}}$, where $r^{\text{max}} = \text{argmax}_r p^f(r; \phi_d)$. However, since the max operator is not differentiable, we use the sub-region probabilities to compute the estimated histograms using a softmax approximation so that the localizer gradients can be computed during learning. The final feature representation for localizer $d \in D$, denoted $x_d$, is obtained by using this expectation calculation to aggregate over all frames:

$$x_d(\phi_d) = \sum_{f \in F} \sum_{r \in R_f} h_{f,r} p^f(r; \phi_d),$$

where $F$ is the number of frames for the given video sequence, $R_f$ is again the set of all possible sub-regions within a frame, $h_{f,r}$ represents the histogram of features for sub-region $r$ in $f$ and $p^f(r; \phi_d)$ is computed as in Equation (1). In order to incorporate nonlinearity into our model, we employ the Kernel Map technique proposed by Vedaldi and Zisserman [31] that maps histograms to high-dimensional features where linear dot product approximates HIK (as illustrated in Figure 1).

3.4 Action Classification

After computing the histograms, we use them to estimate the probability of action labels for each video. The key problem is that the system must aggregate the information in $D$ different localizers to produce this final probability. This aggregation is implemented using a two-layer feed forward neural network where the last layer is a C-way softmax classifier for action classification, as shown in Figure 3.
The network outputs are computed as follows:

$$y_k(\hat{x}, w) = \frac{e^{b_k}}{\sum_{k'} e^{b_{k'}}}$$  \hspace{1cm} (3)

$$b_k = \sum_{j=1}^{M} w_{kj}^{(2)} h \left( \sum_{i=1}^{B} w_{ji}^{(1)} \hat{x}_i + w_{j0}^{(1)} \right) + w_{k0}^{(2)}$$  \hspace{1cm} (4)

where $M$ is number of hidden units, $B$ is number of input nodes, $h$ is the logistic activation function, $\hat{x}$ are the kernel map outputs, and $w$ are the network weights. The network output with the highest score is selected as the predicted action class.

### 4 Learning

For a set of training videos $\{V_n\}$ and corresponding set of ground truth labels $\{l^n\}$, where $n=1, \ldots, N$, our goal is to maximize the probability of ground truth label for each video by simultaneously optimizing both the localization parameters $\Phi = \{\phi_d\}$ and the classification parameters $w$. Converting the criterion to a loss by taking the negative logarithm of the likelihood and adding regularization terms, we get:

$$E(\Phi, w) = - \sum_{n=1}^{N} \sum_{k=1}^{C} \mathbb{1}_k(l^n) \log y_k(\hat{x}_n(\Phi), w) + \frac{1}{2} \varepsilon_1 ||\Phi||^2 + \frac{1}{2} \varepsilon_2 ||w||^2$$  \hspace{1cm} (5)

where $\mathbb{1}_k(l^n)$ is a class indicator function and $y_k$ is given by 3. We trained our network using stochastic gradient descent with a batch size of 100 examples and momentum ($\mu$) of 0.5. We set the number of hidden units, $M$, to 500. Localization and network weights are initialized randomly during training. We used dropout technique introduced by Hinton et al. [7] to reduce the over-fitting on the training data. We experimented different sub-region sizes and found that setting sub-region to be 1/4 the size of the frame provided the best accuracy. We also experimented using different number of localizers: $D = 10$ provided best results of UCF Sports and $D = 2$ provided best results for HMDB and UCF101.
5 Experimental Evaluation

In this section, we first show the effectiveness of our proposed model at localizing discriminative regions on UCF Sports dataset which is the most consistently used dataset in recent work on localization [17, 27, 30] because ground-truth localizations are available at each frame. Then, we present the action recognition results of our method on two major action recognition datasets: HMDB and UCF101.

We compare our results with the baseline global BOW model and state of the art methods which use STIP and MBH features. For the baseline BOW model, we compute the global histograms of visual words and transform the histograms using Kernel Map to approximate the Histogram Intersection Kernel (HIK). Then, we train multi-class linear SVM using the transformed features.

5.1 UCF Sports Dataset

The UCF Sports dataset contains 150 video sequences and includes 10 human actions. It is a challenging dataset due to large variations in camera motion, object appearance and pose, object scale, viewpoint, cluttered background and illumination conditions.

5.1.1 Accuracy Results

While it is common to use a Leave-One-Out-Cross-Validation (LOOCV) testing methodology when conducting experiments with the UCF Sports dataset, Lan et al. [17] have recently pointed out that many of the videos in this dataset are clips taken from a longer video. This is problematic when conducting LOOCV tests because several training clips will often be drawn from the same video as the testing clip. In order to overcome this issue, [17] suggest using approximately a third of the videos from each action class for testing while the remaining videos are reserved for training.

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lan et al. [17]</td>
<td>73.1*</td>
</tr>
<tr>
<td>Shapovalova et al. [30]</td>
<td>75.3</td>
</tr>
<tr>
<td>Raptis et al. [27]</td>
<td>79.4*</td>
</tr>
<tr>
<td>Global BOW</td>
<td>70.21</td>
</tr>
<tr>
<td>Our Method</td>
<td><strong>80.95</strong></td>
</tr>
</tbody>
</table>

Table 1: Mean per-class action recognition accuracies (split) on the UCF Sports dataset using STIP features. * Both [17] and [27] use ground truth annotations during training where as our model is weakly supervised and does not require ground truth annotations.

Table 1 shows results using the train-test split\(^1\) suggested in [17] using STIP features. As shown in the table, our localization based-system is able to improve the classification accuracy of the baseline global bag-of-words system by more than 10%. Compared with recent action recognition systems, Table 1 also shows two important aspects of the performance of this system: 1) The 80.95% recognition accuracy of our system is more than 5% better than the accuracy of the recently proposed weakly-supervised system in [30], with the added advantage of not requiring any object saliency detector for limiting candidate sub-regions. This is, in part, due to the ability of our system to learn localizers that are trained to find

\(^{1}\)Available at [http://www.sfu.ca/~tla58/other/train_test_split](http://www.sfu.ca/~tla58/other/train_test_split)
5.1.2 Localization Results

Because our method is trained using weakly-supervised data, this method is limited to learning to isolate discriminative sub-regions in the video. However, the results in this section will show that this approach is able to actually locate the action with accuracy that is comparable to previous work that was trained with hand-annotated bounding boxes.

For action locations, we pick the sub-region with the highest probability in each video frame using Equation (1). In order to evaluate how well our discriminative sub-regions are localizing actions, we use the same evaluation criterion given in [17] and compute the ROC curves for each action class. A video is considered as correctly predicted if both the prediction label and the localization match the ground truth.

Figure 4 shows our average ROC curve for action classes and the ROC curve from [17] for \( \sigma = 0.2 \). We use \( \sigma = 0.2 \) for comparison since [17] provides ROC curve only for \( \sigma = 0.2 \). We also compute the area under the ROC curve (AUC) for different \( \sigma \) values. Although our system has no access to ground-truth bounding boxes during training, while the system in [17] does, our system performs comparably with [17] and in many cases outperforms it.

Figure 5 shows localization results obtained using our proposed technique that provide empirical evidence that it localizes the actual action well, despite only being trained to locate discriminative sub-regions. This indicates that the sub-regions containing the actual action tend to be the most discriminative sub-regions.

![ROC and AUC curves](image)

Figure 4: Comparison of action localization performance against Lan et al. [17]. (a) ROC curves for \( \sigma = 0.2 \). (b) Area Under ROC for different \( \sigma \). \( \sigma \) is the threshold that determines if a video is correctly localized. Compared with [17], which requires the action be manually located in the training data, our system produces comparable or improved results.

5.2 HMDB Dataset

We ran experiments on the HMDB dataset [16] to demonstrate the action classification performance of our method on larger action recognition datasets. The HMDB dataset consists of 51 action categories and 6849 video clips.
Figure 5: We show localization results obtained using our method on the UCF Sports action dataset. We can see that our model is able to correctly localize action specific sub-regions as the best possible representation of the action being conducted in the video.

In our experiments, we follow the original approach using three train-test splits [16] and report the average accuracy. For each class and split, there are 70 videos for training and 30 videos for testing. Note that the dataset includes both the original videos and their stabilized version. In our experiments we use the original videos.

Table 2 provides a comparison of our method with the global BOW method and other methods that use STIP features only. The classification accuracy of our method is 8.56% better than the global BOW and 2.66% better than the Action Bank method [28]. Table 3 compares our method with the state-of-the-art on HMDB using MBH features. Our accuracy results are comparable to or better than the baseline dense trajectories method [36] and the recent work published in [10].

Many of the advances in recent work using the HMDB dataset can be incorporated into our system. Wang and Schmid [33] improve the performance of the dense trajectories by finding a homography between frames and estimating the camera motion. Removing the trajectories consistent with the camera motion improves the motion-based descriptors, such as HOF and MBH. Similarly, Jain et al. [10] decompose the visual motion into dominant and residual motions in order to compensate the camera motion. Improved low-level features from systems like [10, 33] can be incorporated into the initial stages of our system. Research has also shown that using Fisher Vector (FV) and VLAD encodings significantly improves the performances over the BOW encoding [10, 33].

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HOG/HOF [16]</td>
<td>20.0</td>
</tr>
<tr>
<td>Global BOW [STIP]</td>
<td>21.0</td>
</tr>
<tr>
<td>C2 [16]</td>
<td>23.0</td>
</tr>
<tr>
<td>Action Bank [28]</td>
<td>26.9</td>
</tr>
<tr>
<td><strong>Our method [STIP]</strong></td>
<td><strong>29.56</strong></td>
</tr>
</tbody>
</table>

Table 2: Comparison of our method with global BOW and other methods that use STIP (HOG/HOF) features only.

5.3 UCF101 Dataset

We also show results on the UCF101 [13] dataset which consists of 13320 videos from 101 action categories. In our experiments, we have used the predefined splits by authors...
<table>
<thead>
<tr>
<th>Method</th>
<th>MBH</th>
<th>Combined *</th>
</tr>
</thead>
<tbody>
<tr>
<td>TrajMF [ ]</td>
<td>34.0%</td>
<td>40.7%</td>
</tr>
<tr>
<td>Global BOW</td>
<td>36.6%</td>
<td>38.74%</td>
</tr>
<tr>
<td>w-Flow with BOW [ ]</td>
<td>40.6%</td>
<td>—</td>
</tr>
<tr>
<td>w-Flow with VLAD ** [ ]</td>
<td>43.3%</td>
<td>52.1%</td>
</tr>
<tr>
<td>Dense Trajectory [ ]</td>
<td>43.2%</td>
<td>46.6%</td>
</tr>
<tr>
<td><strong>Our method with BOW</strong></td>
<td>45.29%</td>
<td>47.24%</td>
</tr>
<tr>
<td>Improved Dense Trajectory with BOW [ ]</td>
<td>—</td>
<td>52.2%</td>
</tr>
<tr>
<td>Improved Dense Trajectory with FV ** [ ]</td>
<td>52.1%</td>
<td>57.2%</td>
</tr>
</tbody>
</table>

Table 3: Comparison of our method with the state-of-the-art on HMDB dataset. *We use HOG, HOF and MBH features for combined results while others use additional trajectory features. ** [ , ] use VLAD and FV encoding, respectively, for their best results.

for training-testing and report the average accuracy. Table 4 shows accuracy results of our method when compared to global BOW and related work on UCF101 dataset. Our result is directly comparable to [ ] and is 10% better than [ ] using the STIP features. Also, a slight modification of our system using Fisher Vector encoding raises performance to almost 83% on UCF101. This is within 3% of the best-performing system in the THUMOS competition.

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Soomro et al. [ ]</td>
<td>43.90</td>
</tr>
<tr>
<td>Karpathy et al. [ ] [CNN]</td>
<td>65.40</td>
</tr>
<tr>
<td>Global BOW [STIP]</td>
<td>43.94</td>
</tr>
<tr>
<td>Global BOW [MBH]</td>
<td>65.28</td>
</tr>
<tr>
<td>Our method [STIP]</td>
<td>53.35</td>
</tr>
<tr>
<td>Our method [MBH]</td>
<td>74.24</td>
</tr>
<tr>
<td>Our method [STIP + MBH]</td>
<td>78.77</td>
</tr>
<tr>
<td>Our method with FV [STIP + MBH]</td>
<td>82.83</td>
</tr>
</tbody>
</table>

Table 4: Comparison of our method with global BOW and related work on UCF101 dataset.

6 Conclusion

In this paper, we have presented a system that can learn to localize discriminative sub-regions in videos from weakly-supervised data where videos only have high-level tags. Our experiments on UCF Sports data set indicate that this approach is able to localize the actions with comparable accuracy to systems that must be trained from manually annotated data. We have also demonstrated that localizing discriminative sub-regions improves the recognition accuracies significantly over the baseline global BOW model on two major datasets: HMDB and UCF101.
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