Abstract

Manual 3D modelling can create clean complete models but takes time and expert knowledge. Image-based reconstructions of objects are easy to create, but are far from complete and clean. While small holes can be completed with a smoothness prior, large holes require a higher-level understanding of the object. We present the first method to complete large holes in articulating objects by reconstructing and aligning sets of objects of the same class, using the well-reconstructed parts in each model to complete holes in the others, resulting in a ‘Frankenhorse’ completion. Our proposed method is fully automatic, and still is able to handle articulation, intra-class variation, holes and clutter present in the reconstructions. This is achieved through our novel segmentation and clutter removal processes as well as by the use of a robust method for piecewise-rigid registration of the models. We show that our method can fill large holes even when only a small set of models with high variability and low reconstruction quality is available.

1 Introduction

Reconstruction of scene geometry and semantics are important problems in vision, and increasingly brought together \cite{26, 27, 30}. The state of the art in Structure from Motion and Multi View Stereo (SfM+MVS) can already create accurate, dense reconstructions of scenes that satisfy a number of assumptions such as staticity and Lambertian reflectance. Systems such as Arc3D \cite{32}, 123D Catch \cite{4}, VisualSFM \cite{33, 34}, and CMPMVS \cite{19} are freely available and produce impressive results automatically. However, problems remain when assumptions break down or there is insufficient data, resulting in noise, extraneous geometry and holes in the reconstruction. Where the main problem is missing data, additional data
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Figure 1: Our method automatically completes models of articulating objects (a). Smooth completion is insufficient for large holes (b). Our method draws on a set of reconstructions of the same class of objects to create a more plausible completion (c). We refer to our completions as Frankenhorses, as they consist of parts from different objects.

can be collected, such as from the large datasets of images of the world available online (e.g. Flickr, Google Streetview). However, these datasets tend to have sparse coverage with most images taken from iconic viewpoints [14]. In any case, problems may still remain due to violation of assumptions.

In this work, we propose to solve these problems by introducing prior knowledge. For many objects such as buildings, low-level priors favouring smoothness and planarity can already improve the reconstructions [13, 15, 17]. We, however, focus on the more difficult class of articulating objects, such as people and animals as shown in Figure 1. Prior modelling of these classes is difficult due to the articulation and large intra-class variation.

We propose an automatic method for completing these objects which does not rely on learning a prior model of the deformation or training data captured under controlled conditions. Instead, given far from perfect reconstructions of a set of objects, we are the first to simultaneously complete each object using the well-reconstructed parts of the other objects.

Our main contributions are as follows. We present a novel, fully automatic method for the completion of noisy real SfM+MVS reconstructions which (1) exploits a set of noisy reconstructions of objects of the class, rather than relying on a large and clean training set which is expensive to collect, (2) handles the articulation structure in the class of objects, allowing larger holes to be filled and with greater accuracy than a generic smoothness prior and (3) is exemplar-based, allowing details to be maintained in the completion that may be smoothed out in related learning-based approaches.

1.1 Related work

Methods for repairing 3D reconstructions have been extensively studied in computer vision and graphics. A comprehensive survey can be found in the recent work of Attene et al. [3].

Early work in the completion of meshes focused on closing small gaps and holes, for which an assumption of local smoothness was mostly sufficient to guide the completion. Although these methods can be efficient, they cannot satisfactorily complete large holes in structured shapes where the smoothness assumption no longer holds.

For larger holes, proposed methods exploit local self-similarity. Such methods include [28], which densifies a point cloud by copying points from similar but denser areas in the object, and [25], which uses detected repeating structures to complete the model.

At large scales, however, structures are less likely to repeat, and a global perspective is required. The work of Pauly et al. [24] uses a large database of clean, complete models as templates. The templates are registered to the incomplete target globally, limiting the
class of objects for which this method is suitable to those of similar global shape. A similar restriction exists in recent work on semantic priors for reconstruction [5, 10].

For objects which undergo large non-rigid deformation, previous methods rely on user assistance, temporal consistency or large sets of training data. The work of [22] uses a single template model and user-specified correspondences to register models. The reconstruction of moving objects has been tackled [9, 23], but these methods rely on the temporal consistency to accurately combine geometry from each frame. For the specific class of the human body, effective methods have been developed [1, 2, 18] which rely on large carefully-captured training sets, limiting their scalability to other classes.

The work of Chang and Zwicker [8] offers an alternative approach. Given two models which differ largely in articulation, they estimate a piecewise-rigid registration, recovering the alignment of the models and their segmentation into rigid parts. This method is automatic and data-driven, but is only tested on clean models of the same object as it deforms.

Our work builds this approach into a full completion pipeline, and shows that we can align models well even in the presence of significant intra-class variation, holes and clutter as well as articulation. This allows us to perform completion fully automatically and without depending on datasets of clean models, in contrast to previous methods such as [24]. Furthermore, we additionally tackle the problems of segmenting the object from the reconstruction of the whole scene, and finding a single consistent completion given the aligned models.

2 Articulating shape completion

We propose a fully automatic method for the completion of articulating objects, which takes as its input sets of images of scenes each containing an object of a specific class. For each input image set, initially yielding an incomplete and cluttered reconstruction of the whole scene, the output is a completed model of the object, created using the other reconstructions. Our method consists of a pipeline of several stages, visualised in Figure 2. Note that our method aims to exploit data containing noise and clutter. We are the first to propose explicit stages for segmentation and clutter removal which are not necessary in previous work working with clean data.
Figure 3: Object segmentation takes the object detections (a) and 3D model, visualised here by the projected points, (b), and jointly estimates the object segmentation and best detection in each image (c). We refine the segmentation, re-attaching the head in this case (d).

In the first stage, each scene is reconstructed using a SfM+MVS pipeline (§2.1). In the second stage, we segment the objects from the scene by combining object detections in the images (§2.2). In the third stage, we align each of the segmented source models to the target model taking into account articulation (§2.3). In the fourth stage, we exploit these aligned source models to remove clutter from the target model (§2.4.1). In the fifth stage, we identify the holes in the target model (§2.4.2). Finally, we choose a completion for each hole from those proposed by the aligned source models (§2.4.3), and reconstruct the final result.

2.1 Scene reconstruction

Our method takes as its input a series of image datasets, with each dataset containing images of a scene with an object of interest. We denote ‘reconstruction’ as the process of SfM [33, 34] and dense MVS [19] to obtain a polygonal mesh of the full scene and camera calibration.

2.2 Object-of-interest segmentation

Our method assumes the availability of an image-based object detector which proposes bounding boxes which contain the object with high recall, though not necessarily high precision. We run this detector on all the images in our datasets.

Given these bounding boxes, the 3D model and the camera calibrations, we jointly estimate the 3D segmentation and best bounding box in each image (Figure 3) with a RANSAC-like approach [12]. For $P$ iterations, we randomly choose two distinct images and a bounding box in each of them, and segment from the 3D model all of the points which reproject into these two bounding boxes. Then, for all other images, we find their best bounding box as that which is most similar to the bounding box of the reprojected segmented points, where we measure similarity using the intersection over union. If the similarity is greater than a threshold $T_D$, we add this bounding box to the inlier set. From all of the iterations, we return the set with the largest number of inliers, and its corresponding segmentation.

Then, we re-estimate the segmentation from the full set of selected bounding boxes by voting for each point in the point cloud by the number of selected bounding boxes it projects into. We segment all points with at least $T_X$ votes. After, we add back to the segmentation any parts of the mesh connected to the segmented object, and which form new isolated connected components when it is removed (see Figure 3(d)). In order to prevent adding back the whole scene but only small missed details, we only add back these parts if their number of points as a fraction of the number of points in the segmented object is less than a fraction $T_S$. 
2.3 Articulated alignment

Given the set of segmented models, we begin completing them by aligning all pairs of models. This alignment is very challenging as it must be able to handle the articulation and other intra-class variation between the models, while being robust to holes and clutter.

We use the piecewise-rigid alignment method of Chang and Zwicker [8] to achieve this. In outline, this method estimates local co-ordinate frames for every point and proposes correspondences by matching local descriptors. Each correspondence determines a rigid alignment, which is used as a label in a graph labelling problem to determine a piecewise-rigid alignment which brings the meshes into correspondence while penalising stretching edges.

2.4 Shape completion

Given each of the source models aligned to the target, we proceed to complete the target model. Firstly, we identify areas of the target model which are likely to be clutter or extraneous geometry, and remove these. We then identify holes in the target and the completions proposed by each of the aligned sources. Finally, we choose the best completion for each hole. We now describe each of these stages in detail.

2.4.1 Clutter removal

Our target models often contain clutter and extraneous geometry: parts of the surface that did not belong to the real shape, but were created by errors in the reconstruction process or left in by the segmentation. To clean the models, we examine the support from the aligned source models. Statistically, regions of the target to which no part of any of the source models could be aligned are likely to be clutter, assuming that the source models cover well the intra-class variation and the articulated alignment is accurate. We formulate the segmentation of the clutter as the binary graph labelling problem

$$\arg\min_{f_p \in \{0,1\}, \forall p \in P} \sum_{p \in P} D(p, f_p) + \sum_{(p,q) \in E} V(f_p, f_q) ,$$

for target mesh points $P$ and edges $E$, where inlier points take label 0 and clutter label 1. We find the globally optimal labelling with a single binary graph cut [6, 7, 21]. An example result is shown in Figure 4.

We define the unary to label a point as an inlier if the distance to the closest point in any of the sources is ‘low’. For robustness, we use the first quartile of the distances. We compare
Figure 5: To identify parts for completion, we find open boundaries in the target model (a), map these to the source model (b) and extract the contained part (c).

them to a constant proportional to their median over the whole model:

\[ D(p, f_p) = \begin{cases} 
\text{Quartile} \left( \bigcup_{s \in S} \min_{q \in P^s} \|x_p - x^s_q\| \right) & f_p = 0 \\
\alpha \text{Median} \left( \bigcup_{p \in P} D(p, 0) \right) & f_p = 1 
\end{cases}, \tag{2} \]

where Quartile(\(A\)) returns the first quartile element of a set \(A\), \(S\) is the set of aligned source models, \(P^s\) is the set of points in the \(s^{th}\) source model, and \(\alpha\) as a constant weight parameter:

\[ c = \alpha \text{Median} \left( \bigcup_{p \in P} D(p, 0) \right) \tag{3} \]

For the pairwise energy, we use a Potts model with fixed penalty \(c\) (using in Equation 3):

\[ V(f_p, f_q) = c [f_p \neq f_q], \tag{4} \]

where \([A]\) is the Iverson bracket, taking value 1 when statement \(A\) is true.

### 2.4.2 Part identification

Part identification process is visualised in Figure 5. We first identify holes in the target model. We find all edges on the boundary of the mesh (they are contained in only one polygon of the mesh). We identify connected components within these boundary edges and each connected component is closing a hole.

We then identify the corresponding boundaries in the source meshes. For each boundary and source mesh in turn, we find the closest points in the source to each point in the boundary. We connect these corresponding points by finding the shortest path through the source mesh between each of them to obtain a corresponding closed boundary in the source.

Finally, we identify the part that each source model proposes to complete the target hole. We identify the smaller of the new connected components created within the mesh when all edges connected to boundary vertices are broken. Note that this assumes that the part is smaller than the rest of the mesh, and also that the regions of the mesh on either side of the boundary are disconnected when connections to the boundary vertices are removed. Where these assumptions do not hold, such as where there are loops in the mesh, a good proposal for the completion is not found. To ensure a good overlap, we add to the part all polygons that contain at least one point in the part.

### 2.4.3 Hole completion

For each hole, given the set of proposed completions, we choose the best completion in a way that is robust to holes and clutter in the source models, as well as to errors in the alignment.
and other preceding stages of the pipeline. We choose the part from source $s^*$ such that

$$s^* = \arg\min_s C_{\text{fit}}(s) + \beta C_{\text{incompleteness}}(s).$$  \hfill (5)$$

The first term penalises parts which do not have a tight fit to the target boundary $B$ where $\mathcal{P}^s$ is the set of points in the $s^{th}$ part as:

$$C_{\text{fit}}(s) = \text{Median} \left( \bigcup_{p \in B} \left\{ \min_{q \in \mathcal{P}^s} \| \mathbf{x}_p - \mathbf{x}_q^s \| \right\} \right).$$  \hfill (6)$$

The second term penalises holes within the source part where $B^s$ is the set of internal open boundary points in the $s^{th}$ part. We define this term as

$$C_{\text{incompleteness}}(s) = |B^s|.$$  \hfill (7)$$

To reconstruct a single watertight output model we perform screened Poisson reconstruction [20] on the set of points in the completed model.

3 Evaluation

We evaluate our method on a dataset that consists of sets of images for 16 equestrian statues from cities across Europe, with 25 to 216 images for each statue. The variation in articulation, style and contained elements is quite large. We also created 28 test target models by introducing large synthetic holes into some of the reconstructed models, making a total of 44 incomplete target models. We also make use of 3 synthetic models of horses as sources: two from [29], and one from [31], resulting in 19 source models.

3.1 Implementation details

Our pipeline was implemented in a mixture of MATLAB and C++.

**SfM pipeline.** We obtain the camera calibrations using VisualSFM [33, 34] and use CMP-MVS [19] for a dense mesh reconstruction. The resulting full scene meshes contain on the order of $10^5$ triangles.

**Object detection.** We perform the object detection using the Deformable Part Model detector trained on the VOC 2007 dataset [11, 16]. To achieve high recall, we use a low threshold of $-0.9$. For the horse statues, we find that the existing equestrian detector works sufficiently well, even though it is trained on real horses and not statues.

**Articulated alignment.** For scale invariance, we normalise the scale of the models after segmentation with a Procrustes analysis. To get good results in feature matching step, we normalise the resolution of the meshes by multiple iterations of mesh subdivision followed by a mesh simplification to approximately 50,000 triangles. We use 5,000 sampled features per model during the feature matching, and the non-symmetric cost function only, to improve robustness to clutter.
### Parameters

In the object-of-interest segmentation, we set the number of iterations $P = 50$, the threshold on the Jaccard index for a bounding box to be an inlier $T_D = 0.6$, the threshold on the number of votes required for the foreground $T_X = 3$ and the threshold for adding back connected components $T_S = 75\%$. In the clutter removal, we use $\alpha = 1.5$, and in the completion, weighting factor $\beta = 0.001$.

### Timings

The bottleneck in the computation is the articulated alignment. For each pair of models, this takes on the order of 1 hour, so for our dataset around 19 hours per target model. The other stages are significantly faster. Per model, the object-of-interest segmentation takes on the order of 30s, the clutter removal around 30s and the completion around 10 minutes.

### 3.2 Results

As our method performs completion as a post-process, we expect our method to produce a completed plausible reconstruction of the real object. Given the large holes, there is a large variety of plausible solutions, and hence no unique ‘ground truth’ which could be used to easily evaluate performance fully objectively. Hence visual inspection is the best evaluation method available to us. Using visual inspection, we perform a quantitative evaluation of our full set of results, and show typical results in Figure 6 and 7.

As our only baseline, since we are the first to work on noisy SfM+MVS data, we complete the segmented input mesh using screened Poisson reconstruction [20]. This provides a watertight reconstruction of the input points, smoothly filling in any holes in the original mesh efficiently. As Poisson-based methods require good segmentation of the object, we use our object-of-interest segmentation.

We quantitatively evaluate the reconstruction quality by an expert grading the results from 0 to 10. The instructions are to rate each salient part for presence and alignment. Each leg was given 1 point, the head 2 points, the overall body torso with two sides, tail and torso 4 points. If a part is fully present and properly aligned, it gets the full score; if it has some minor holes, alignment problems or clutter, it gets half the points; otherwise, it gets none. In order to evaluate the contribution of the two types of source models, we tested our method on the SfM+MVS and clean models separately as well as together. The results are shown in Table 1, averaged over the 44 models, with in total 132 ratings per method (row).

Our method improves the completeness (for the input data 71.5%) and outperforms the baseline [20] (78.9%). Using the synthetic or real data alone results in the same total score of 81.4%, but with different partial results: synthetic data best completes the legs and body, while for the heads, the amount of variability captured in the source set is critical. Here better results are obtained using the SfM+MVS data. Overall, the best results of 85.1% are

---

### Table 1: Comparison of performance with different source datasets

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Average reconstruction quality</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Legs (1–4)</td>
</tr>
<tr>
<td>Raw reconstruction models</td>
<td>3.23</td>
</tr>
<tr>
<td>Repaired by baseline method [20]</td>
<td>3.02</td>
</tr>
<tr>
<td>Repaired by synthetic data</td>
<td>2.99</td>
</tr>
<tr>
<td>Repaired by reconstruction data</td>
<td>2.90</td>
</tr>
<tr>
<td>Repaired by synthetic + reconstruction data</td>
<td>2.99</td>
</tr>
</tbody>
</table>
We found that 76% of the added points came from the SfM+MVS models, and the remaining from the synthetic models, in proportion to their contribution to the source set.

While the quality of the head is improved and the body much improved by our algorithm, the quality of the legs is a little reduced. This shows that parts of the legs are removed in the segmentation processes. This could be prevented by identifying the legs explicitly, which would require semantic understanding of the object, a problem we leave to future work.

We show a number of our results in Figure 6. The figure demonstrates that our method is able to handle significant variation in the input models and complete very large holes. Failure cases are discussed in Figure 7 where high-level pose estimation or better part segmentation would improve the results.
In this paper, we propose a novel automatic method for the completion of 3D reconstructions of articulating objects. Our method draws on reconstructions of objects of the same class and uses the best parts of each to overcome incompleteness and clutter without relying on a clean exemplar set, creating ‘Frankenobjects’ consisting of parts from multiple other objects.

We demonstrate that while small holes can be completed with local smoothness priors, completing large holes requires a global perspective. We successfully add missing parts like heads, legs and horse riders which are otherwise just smoothed out stumps. Our failure modes occur due to the registration of the models and confusing locally similar parts.

For future work, we will investigate detecting and separating multiple instances of the object class from large image datasets. We will also investigate learning and incorporating higher level object knowledge such as pose estimation, to disambiguate in difficult cases. Another line of future work is to analyse reconstructions of dynamic scenes, where articulation is present for a larger range of object classes. Finally, we intend to close the loop and combine our exemplar-based understanding as a prior with the original data, in order to achieve greater accuracy.
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