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Foreword
Welcome to the 25\textsuperscript{th} British Machine Vision Conference. In its Silver Jubilee year BMVC has appropriately returned to the Jubilee Campus of the University of Nottingham, where it was last held in 1999. BMVC remains one of the strongest events in the computer vision community’s calendar, and this year again attracted over 430 submissions by authors from around the world. While BMVC has always been a key meeting for the British vision community, some 74\% of this year’s accepted papers are from outside the UK, reflecting the conference’s growth in stature since the first BMVC in Oxford in 1990. In 2014, 26\% of the accepted papers are from a UK-based institute, 36\% from Europe (excluding UK), 15\% from Asia, 22\% from North America and 1\% from Australia.

BMVC 2014’s international submission profile is matched by its international panel of reviewers and Area Chairs (ACs). Producing three independent reviews and two meta-reviews of each paper is a substantial amount of work, and we are indebted to our team of 174 referees and 43 Area Chairs (ACs). Each reviewer assessed at least 4 papers, with each AC responsible for at least 15 papers. Following vigorous discussion between the reviewers and ACs of each paper, consensus was reached and final decisions were made. The final programme comprises 33 oral presentations and 98 posters, covering a variety of computer vision techniques and problems, which we hope you will enjoy. These figures give BMVC 2014 a podium acceptance rate of 7.5\% and an overall acceptance rate of 30\%.

In addition to a full programme of submitted papers, BMVC 2014 is proud to include invited talks from Prof Luc Van Gool (ETH Zurich) and Dr Fei-Fei Li (Stanford). This year’s tutorial, \textit{Image representations, from shallow to deep} will be given by Dr Andrea Vedaldi of the University of Oxford. We would like to thank them, along with all our other presenters, for their contribution to the conference. We are also grateful to Qualcomm, Microsoft, NVIDIA, Springer and all other sponsors for their financial support of BMVC 2014.

BMVC2014 has been organised by members of the Computer Vision Laboratory (CVL) of the School of Computer Science, University of Nottingham. We would particularly like to thank Susie Lydon, of the
Centre for Plant Integrative Biology, University of Nottingham, for her hard work as Local Arrangements Chair, Mike Pound for creating and maintaining the conference website, Peter Blanchfield for his work as Workshop Chair and Debbie Pitchfork and Felicia Knowles of the School of Computer Science for their invaluable help with administrative matters. The conference would not have run as smoothly without our team of enthusiastic student helpers, and we thank them too. Finally, we would like to thank the BMVA Executive for their support, and the BMVC 2013 team for answering so many questions so quickly.

We hope you find BMVC 2014 and your stay in Nottingham both enjoyable and rewarding.

Michel Valstar, Andrew French, Tony Pridmore
Nottingham, September 2014
Tutorial: Monday 1st September
Andrea Vedaldi - Image representations, from shallow to deep

In this tutorial, I will focus on image recognition using image-based models. The key to the successful application of machine learning methods to image understanding tasks is devising appropriate representations of images. Here, I will review four different representation flavours sampling from the past fifteen years of research: handcrafted features, kernel embeddings, representation obtained by learning a discriminative metric, and, lastly, representations from deep learning. I will stress three key factors of good representations. The first one is power, that is their ability to achieve strong recognition performance in applications. The second one is speed, which for example impacts our ability to learn new visual concepts on the fly, upon a user's request. The last one is compactness, which determines whether large datasets can be stored in small amounts of memory, for example in RAM for fast access. Example applications to large scale indexing, recognition, and retrieval will be demonstrated.

Biography. Andrea Vedaldi is Associate Professor in Engineering Science at the University of Oxford since 2012. His research focuses on the automatic interpretation of images and related problems in machine learning and large scale optimisation. He is author of more than forty papers in major computer vision and machine learning conferences and journals, as well as leading author of the VLFeat computer vision library. From 2008 to 2012 he was postdoctoral researcher and junior research fellow at the University of Oxford, supported by the Glasstone Research Fellowship in Science and the New College W. W. Spooner Fellowships. He is the recipient of the PhD and MSc degrees in Computer Science from the University of California at Los Angeles in 2008 and 2005 respectively (outstanding PhD and MSc thesis awards), and of the BSc degree in Information Engineering by the University of Padua in 2003.
We tend to go after the best possible algorithm to do X. But we also observe that some methods to do X are better at dealing with certain cases, and others with different cases. This begs the question whether we really need to arrive at one, single 'ueber-algorithm' for X? We explore examples where some relatively cheap pre-processing allows us to select a method that is probably best at handling the particular image/case at hand, and then to apply that specific one method among several alternatives. The extra cost is limited. As memory gets cheaper, the cost of keeping the code of several alternative methods available is affordable. Such winner-uses-all approach is also efficient, as one only needs to run the cheap pre-computation to select the appropriate method and then to apply the one selected method. We give examples from diverse areas, as diverse as texture synthesis, super-resolution, and 3D reconstruction.

**Biography.** Luc Van Gool is full professor for computer vision at ETH Zurich and KU Leuven. He has worked on different aspects of computer vision. His experience includes texture analysis and synthesis, 2D and 3D object (class) recognition, action recognition and gesture analysis, and passive and active 3D and 4D shape acquisition. He has been a member of the editorial boards of several major computer vision journals, incl. the Int. J. of Computer Vision and the IEEE Trans. on Pattern Analysis and Machine Intelligence. He currently is on the boards of Machine Vision and Applications and the ACM J. on Computing and Cultural Heritage. He also is an editor-in-Chief of the Journal Foundations and Trends in computer Graphics and Vision.

He is a co-founder of several spin-off companies, including Eyetronics (3D modeling, mainly for the movie and games industry, e.g. for James Bond, Lara Croft, and many other movies), kooaba (recognition of landmarks, labels, press articles via photos taken with a mobile phone, acquired by Qualcomm), and GeoAutomation (mobile mapping for 3D measurements, mainly in urban environments).
Keynote: Wednesday 3rd September
Fei-Fei Li - Computer Vision: A Quest for Visual Intelligence

More than half of the human brain is involved in visual processing. While it took mother nature billions of years to evolve and deliver us a remarkable human visual system, computer vision is one of the youngest disciplines of AI, born with the goal of achieving one of the loftiest dreams of AI. The central problem of computer vision is to turn millions of pixels of a single image into interpretable and actionable concepts so that computers can understand pictures just as well as humans do, from objects, to scenes, activities, events and beyond. Such technology will have a fundamental impact in almost every aspect of our daily life and the society as a whole, ranging from e-commerce, image search and indexing, assistive technology, autonomous driving, digital health and medicine, surveillance, national security, robotics and beyond. In this talk, I will give an overview of what computer vision technology is about and its brief history. I will then discuss some of the recent work from my lab towards large scale object recognition. I will particularly emphasize what we call the “three pillars” of AI in our quest for visual intelligence: data, learning and knowledge. Each of them is critical towards the final solution, yet dependent on the other. This talk draws upon a number of projects ongoing at the Stanford Vision Lab.

Biography. Fei-Fei Li is an associate professor at the Computer Science Department and the director of the Vision Lab at Stanford. Fei-Fei's main research interest is in vision, particularly high-level visual recognition. In computer vision, Fei-Fei's interests include image and video classification, retrieval, and understanding. Some of the most recent work in her lab relates to fundamental technological problems related to large-scale Internet data, mobile computing, machine learning and artificial intelligence. In human vision, she has studied the interaction of attention and natural scene and object recognition, and decoding the human brain fMRI activities that are known as "mind reading" of the brain. Fei-Fei is a recipient of the 2011 Alfred Sloan Faculty Award, 2012 Yahoo Labs FREP award, 2009 NSF CAREER award, the 2006 Microsoft Research New Faculty Fellowship and a number of Google Research awards.
## Programme

All talks, except the tutorial, are in Exchange Building, Lecture Theatre 3 (LT3). Posters and refreshments are in C3 and C33 (one floor below LT3)

### Monday 1st September

<table>
<thead>
<tr>
<th>Time</th>
<th>Event</th>
</tr>
</thead>
<tbody>
<tr>
<td>13:30</td>
<td>Registration opens (Exchange building foyer)</td>
</tr>
<tr>
<td>15:30-17:30</td>
<td>Tutorial: Image representations, from shallow to deep (LT2)</td>
</tr>
<tr>
<td></td>
<td>Andrea Vedaldi</td>
</tr>
<tr>
<td>17:30-20:00</td>
<td>Welcome drinks, and registration at NCT&amp;L</td>
</tr>
</tbody>
</table>

### Tuesday 2nd September

<table>
<thead>
<tr>
<th>Time</th>
<th>Event</th>
</tr>
</thead>
<tbody>
<tr>
<td>8:30</td>
<td>Registration opens and coffee</td>
</tr>
<tr>
<td>9:00-10:00</td>
<td>Keynote: Luc Van Gool; Winner-uses-all</td>
</tr>
<tr>
<td>10:00-10:20</td>
<td>Re-id: Hunting Attributes in the Wild</td>
</tr>
<tr>
<td></td>
<td>Ryan Layne, Tim Hospedales, Shaogang Gong</td>
</tr>
<tr>
<td>10:20-10:40</td>
<td>Evidential combination of pedestrian detectors</td>
</tr>
<tr>
<td></td>
<td>Philippe Xu, Franck Davoine, Thierry Denoeux</td>
</tr>
<tr>
<td>10:40-11:10</td>
<td>Coffee</td>
</tr>
<tr>
<td>11:10-11:30</td>
<td>Mining Structure Fragments for Smart Bundle Adjustment</td>
</tr>
<tr>
<td></td>
<td>Luca Carlone, Pablo Fernandez Alcantarilla, Han-Pang Chiu, Zsolt Kira, Frank Dellaert</td>
</tr>
<tr>
<td>11:30-11:50</td>
<td>Distributed Non-Convex ADMM-inference in Large-scale Random Fields</td>
</tr>
<tr>
<td></td>
<td>Ondrej Miksik, Vibhav Vineet, Patrick Pérez, Phillip Torr</td>
</tr>
<tr>
<td>11:50-12:10</td>
<td>Boosted Cross-Domain Categorization</td>
</tr>
<tr>
<td></td>
<td>Fan Zhu, Ling Shao, Jun Tang</td>
</tr>
<tr>
<td>12:10-12:30</td>
<td>Return of the Devil in the Details: Delving Deep into Convolutional Nets</td>
</tr>
<tr>
<td></td>
<td>Ken Chatfield, Karen Simonyan, Andrea Vedaldi, Andrew Zisserman</td>
</tr>
<tr>
<td>12:30-12:50</td>
<td>Transductive Multi-label Zero-shot Learning</td>
</tr>
<tr>
<td></td>
<td>Yanwei Fu, Yongxin Yang, Tim Hospedales, Tao Xiang, Shaogang Gong</td>
</tr>
<tr>
<td>12:50-13:30</td>
<td>Lunch</td>
</tr>
<tr>
<td>13:30-14:45</td>
<td>Poster Session I</td>
</tr>
<tr>
<td>14:45-15:05</td>
<td>Optimal Representation of Multi-View Video</td>
</tr>
<tr>
<td></td>
<td>Marco Volino, Dan Casas, John Collomosse, Adrian Hilton</td>
</tr>
<tr>
<td>15:05-15:25</td>
<td>Unsupervised Spatio-Temporal Segmentation with Sparse Spectral Clustering</td>
</tr>
<tr>
<td></td>
<td>Mahsa Ghafarianzadeh, Matthew Blaschko, Gabo Sibley</td>
</tr>
<tr>
<td>15:25-16:00</td>
<td>Coffee</td>
</tr>
<tr>
<td>16:00-16:20</td>
<td>Depth Extraction from Videos Using Geometric Context and Occlusion Boundaries</td>
</tr>
<tr>
<td></td>
<td>Syed Raza, Omar Javed, Aveek Das, Harpreet Sawhney, Hui Cheng, Irfan Essa</td>
</tr>
<tr>
<td>16:20-16:40</td>
<td>Non-Rigid Shape-from-Motion for Isometric Surfaces using Infinitesimal Planarity</td>
</tr>
<tr>
<td></td>
<td>Ajad Chhatkuli, Daniel Pizarro, Adrien Bartoli</td>
</tr>
<tr>
<td>16:40-17:00</td>
<td>Virtual Insertion: Robust Bundle Adjustment over Long Video Sequences</td>
</tr>
<tr>
<td></td>
<td>Ziyun Wu, Zhiwei Zhu, Han-Pang Chiu</td>
</tr>
<tr>
<td>Time</td>
<td>Event</td>
</tr>
<tr>
<td>-----------</td>
<td>----------------------------------------------------------------------</td>
</tr>
<tr>
<td>8:30</td>
<td>Registration opens and coffee</td>
</tr>
<tr>
<td>9:00-10:00</td>
<td><strong>Keynote:</strong> Fei-Fei Li: Computer Vision: A Quest for Visual Intelligence</td>
</tr>
<tr>
<td>10:00-10:20</td>
<td>Regularized Multi-Concept MIL for weakly-supervised facial behavior categorization</td>
</tr>
<tr>
<td></td>
<td>Adria Ruiz, Joost Van de Weijer, Xavier Binefa</td>
</tr>
<tr>
<td>10:20-10:40</td>
<td>Expression-Invariant Age Estimation</td>
</tr>
<tr>
<td></td>
<td>Fares Alnajar, Zhongyu Lou, Jose Alvarez, Theo Gevers</td>
</tr>
<tr>
<td>10:40-11:10</td>
<td>Coffee</td>
</tr>
<tr>
<td>11:00-11:30</td>
<td>A Stochastic Cost Function for Stereo Vision</td>
</tr>
<tr>
<td></td>
<td>Christian Unger, Slobodan Ilic</td>
</tr>
<tr>
<td>11:30-11:50</td>
<td>Fusing Multiple Features for Shape-based 3D Model Retrieval</td>
</tr>
<tr>
<td></td>
<td>Takahiko Furuya, Ryutarou Ohbuchi</td>
</tr>
<tr>
<td>11:50-12:10</td>
<td>Unsupervised RGB-D image segmentation using joint clustering and region merging</td>
</tr>
<tr>
<td></td>
<td>Md Abul Hasnat, Olivier Alata, Alain Trémeau</td>
</tr>
<tr>
<td>12:10-12:30</td>
<td>CP-Census: A Novel Model for Dense Variational Scene Flow from RGB-D Data</td>
</tr>
<tr>
<td></td>
<td>David Ferstl, Gernot Riegler, Matthias Rüther, Horst Bischof</td>
</tr>
<tr>
<td>12:30-12:50</td>
<td>Is 2D Information Enough For Viewpoint Estimation?</td>
</tr>
<tr>
<td></td>
<td>Amir Ghodrati, Marco Pedersoli, Tinne Tuytelaars</td>
</tr>
<tr>
<td>12:50-13:30</td>
<td>Lunch</td>
</tr>
<tr>
<td>13:30-14:45</td>
<td>Poster session II</td>
</tr>
<tr>
<td>14:45-15:05</td>
<td>Discrete Multi Atlas Segmentation using Agreement Constraints</td>
</tr>
<tr>
<td></td>
<td>Stavros Alchatzidis, Aristeidis Sotiras, Nikos Paragios</td>
</tr>
<tr>
<td>15:05-15:25</td>
<td>Video Object Segmentation by Non-Local Consensus voting</td>
</tr>
<tr>
<td></td>
<td>Alon Faktor, Michal Irani</td>
</tr>
<tr>
<td>15:25-16:00</td>
<td>Coffee</td>
</tr>
<tr>
<td>16:00-16:20</td>
<td>Embedding Geometry in Generative Models for Pose Estimation of Object Categories</td>
</tr>
<tr>
<td></td>
<td>Michele Fenzi, Jörn Ostermann</td>
</tr>
<tr>
<td>16:20-16:40</td>
<td>Cracking BING and Beyond</td>
</tr>
<tr>
<td></td>
<td>Qiyang Zhao, Zhibin Liu, Baolin Yin</td>
</tr>
<tr>
<td>16:40-17:00</td>
<td>How good are detection proposals, really?</td>
</tr>
<tr>
<td></td>
<td>Jan Hosang, Rodrigo Benenson, Bernt Schiele</td>
</tr>
<tr>
<td>18:00-23:00</td>
<td>Conference banquet at the National Space Centre</td>
</tr>
</tbody>
</table>
### Thursday 4th September

<table>
<thead>
<tr>
<th>Time</th>
<th>Event</th>
</tr>
</thead>
<tbody>
<tr>
<td>8:30</td>
<td>Registration opens and coffee</td>
</tr>
<tr>
<td>9:00-9:20</td>
<td><strong>Part Context Learning for Visual Tracking</strong></td>
</tr>
<tr>
<td></td>
<td>Guibo Zhu, Jinqiao Wang, Chaoyang Zhao, Hanqing Lu</td>
</tr>
<tr>
<td>9:20-9:40</td>
<td><strong>Simultaneous Mosaicing and Tracking with an Event Camera</strong></td>
</tr>
<tr>
<td></td>
<td>Hanne Kim, Ankur Handa, Ryad Benosman, Sio-Hoi Ieng, Andrew Davison</td>
</tr>
<tr>
<td>9:40-10:00</td>
<td><strong>Deformable Template Tracking in 1ms</strong></td>
</tr>
<tr>
<td></td>
<td>David Joseph Tan, Stefan Holzer, Nassir Navab, Slobodan Ilic</td>
</tr>
<tr>
<td>10:00-10:20</td>
<td><strong>Learn++ for Robust Object Tracking</strong></td>
</tr>
<tr>
<td></td>
<td>Feng Zheng, Ling Shao, James Brownjohn, Vitomir Racic</td>
</tr>
<tr>
<td>10:20-10:40</td>
<td><strong>L_0-Regularized Object Representation for Visual Tracking</strong></td>
</tr>
<tr>
<td></td>
<td>Jinshan Pan, Jongwoo Lim, Zhixun Su, Ming-Hsuan Yang</td>
</tr>
<tr>
<td>10:40-11:10</td>
<td><strong>Coffee</strong></td>
</tr>
<tr>
<td>11:10-11:30</td>
<td><strong>You-Do, I-Learn: Discovering Task Relevant Objects and their Modes of Interaction from Multi-User Egocentric Video</strong></td>
</tr>
<tr>
<td></td>
<td>Dima Damen, Teesid Leelasawassuk, Osian Haines, Andrew Calway, Walterio Mayol-Cuevas</td>
</tr>
<tr>
<td>11:30-11:50</td>
<td><strong>Hierarchical Cascade of Classifiers for Efficient Poselet Evaluation</strong></td>
</tr>
<tr>
<td></td>
<td>Bo Chen, Pietro Perona, Lubomir Bourdev</td>
</tr>
<tr>
<td>11:50-12:10</td>
<td><strong>Regularized Max Pooling for Image Categorization</strong></td>
</tr>
<tr>
<td></td>
<td>Minh Hoai</td>
</tr>
<tr>
<td>12:10-12:30</td>
<td><strong>Discriminative Embedding via Image-to-Class Distances</strong></td>
</tr>
<tr>
<td></td>
<td>Xiantong Zhen, Ling Shao, Feng Zheng</td>
</tr>
<tr>
<td>12:30-14:00</td>
<td><strong>Lunch</strong></td>
</tr>
<tr>
<td>14:00-16:00</td>
<td><strong>Social: Guided tour of Wollaton Hall</strong></td>
</tr>
<tr>
<td>14:00-16:00</td>
<td><strong>UK Doctoral Consortium workshop (details provided separately)</strong></td>
</tr>
</tbody>
</table>

### Friday 5th September

<table>
<thead>
<tr>
<th>Time</th>
<th>Event</th>
</tr>
</thead>
<tbody>
<tr>
<td>9:00-16:00</td>
<td><strong>UK Doctoral Consortium workshop (details provided separately)</strong></td>
</tr>
</tbody>
</table>
BMVC 2014

Oral abstracts
Re-identification research breaks down into two main areas; developing effective representations that are discriminative for identity whilst invariant to lighting and viewpoint change [2] and development of learning methods trained to discriminate identities [1, 3]. Feature-centric approaches [2, 4] suffer from the problem that it is extremely challenging to obtain features that are discriminative enough to distinguish people reliably, while simultaneously being invariant to all the practical covariates such as motion blur, clutter, view angle and pose change, lighting and occlusion. In contrast, learning approaches [3] better use a given set of features, by discriminatively training models to maximise re-identification performance, for example metric learning [3] and support vector machines (SVM) [1].

In this paper we address these issues by automatically constructing a bottom-up attribute ontology, and learning an effective representation by large-scale mining noisy but abundant content from social photo sharing sites. We discover attributes automatically by clustering photo tag and comment data. These clusters are used to train a large bank of detectors, resulting in a number of visually detectable attributes\(^1\). This process is significantly more scalable than manually annotating data per surveillance site for attribute learning and the greater volume and diversity of data used to train these automatically discovered attributes results in a more generalisable attribute representation than conventional approaches on surveillance datasets. We validate our contribution and obtain excellent results on a set of four of the most challenging re-identification datasets.

We first apply self-tuned spectral clustering based on the BOW tf-idf metatext representations with a vocabulary of \(\approx 5,000\) bigrams. We calculate the similarity between the frequency of the unigrams and bigrams rather than using the Levenshtein distance on the second gram within each bigram. Our intuition is that in our case it is the co-occurrence of the bigrams that is semantically relevant, not the similarity to other bigrams. Spectral clustering performs well regardless of the spatial arrangement of the underlying clusters, making it suitable for our needs. We extract bounding boxes of people from this extremely varied collection of photos; after conservatively thresholding person detection confidence, we are left with \(69,000\) person crops with corresponding meta-text features. We train an independent LDA model for each of the \(N_p = 200\) discovered attribute clusters. Finally we build a representation for any person’s image \(X\) in an internet-attribute semantic-space by stacking the positive-class posteriors from each detector into a \(N_p\) dimensional vector: \(IA(X)\). To compensate for the differences in image quality between internet and surveillance data, we align the two datasets, using domain adaptation.

The attributes obtained thus far are trained directly from discovered text clusters so there is variability in their reliability and their usefulness for re-identification. We therefore address learning a linear weighting \(w\) to rescale the attributes \(IA\) such that they are weighted according to their maximum utility for re-identification.

We wish to enforce both a strong early-rank score, and good overall performance. To achieve this, we maximise the product of the CMC curve values \(\hat{p}(k)\) at each rank \(k\):

\[
P_w(k) = CMC_w(k) = \frac{1}{n} \sum_{p=1}^{n} \mathbb{1}(k_p \leq k)
\]

where \(k_p\) is the distribution of the ranks based on NN re-identification using \(L_1\) distances \(D(IA_p, IA_g)\) between each attribute encoded probe \(IA_p \in \mathcal{P}\) and all gallery member, \(IA_g \in \mathcal{G}, g = 1, \ldots, n\). Specifically we use greedy search to select the weight \(w\) that maximises the following metric when used to scale each dimension/attribute \(a\):

\[
\min_w \prod_{k=1}^{n} P_w(k)
\]

Finally, we integrate our representation with metrics based on other low-level features. Specifically, we fuse BR-SVM [1] (trained on ELF features), SDALF [2] and our weighted internet attributes after further discriminative training [3]. The resulting pseudo-metric’s fusion weights \(\beta\) can be trivially selected with standard optimisation methods:

\[
D(X_p, X_q) = d_{KISS}(IA(X_p), IA(X_q)) + d_{SDALF}(X_p, X_q) + d_{BR-SVM}(X_p, X_q).
\]

We perform nearest-neighbour re-identification with the above metric, obtaining state of the art re-identification performance (Figure 3). Our FUSIA representation also provides a distributed representation of conventional expert-defined attributes. It can be mapped to them, thus allowing queries in terms of existing expert attribute ontologies (EAO) built for other surveillance data (SD).

---

\(^1\)This is in contrast to expert defined ontology, which while intuitive to experts, may correspond to properties not possible to detect reliably with current vision techniques.

---

**Figure 1:** Schematic overview of our pipeline; Post-Processing modules such as distance-metric learning or domain-adaptation can be applied depending on the level of supervision available in order to boost “rank 1” or overall system performance as needed.

---

**Figure 2:** Our FUSIA internet attribute (IA) representation provides a distributed representation of conventional expert-defined attributes such as “red shirt” (right), meaning that it can be mapped to them to allow query in terms of existing expert attribute ontologies (EAO) built for other surveillance data (SD).

---

**Figure 3:** Overall re-identification performance of our FUSIA representation versus alternatives (CMC Curves)

---


Evidential combination of pedestrian detectors
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The importance of pedestrian detection in many applications has led to the development of many algorithms. In this paper, we address the problem of combining the outputs of several detectors. A pre-trained pedestrian detector is seen as a black box returning a set of bounding boxes (BB) with associated scores. We conducted our experiments using the Caltech Pedestrian Detection Benchmark [2]. More than 30 state-of-the-art detectors were tested on this dataset and their outputs are publicly available.

To illustrate the potential gain from combining multiple detectors, we show in Fig. 1 (a) some detection statistics for the Caltech dataset. We can see that, at one False Positive Per Image (FPPI), more than 99% of the detections have a score less than 0. This implies that the outputs from the defined as their area of overlap. The clustering was done greedily by a simple hierarchical clustering where the distance between two BBs is turned by the detectors need to be associated. In a sliding windows approach, a single pedestrian is often detected at several nearby positions and scales. A non-maximal suppression (NMS) step is often needed in order to select only one BB per pedestrian. In our context, the same issue occurs but, instead of having multiple detections from a single detector, they are returned by several ones. We formulated the NMS problem as the outputs from the ‘HOG’ algorithm [1], more than 99% of the detections are returned by several ones. We formulated the NMS problem as an order to select only one BB per pedestrian. In our context, the same issue was reached by using an isotonic calibration. Compared to all combination methods except the minimum combination rule. Similar conclusions were reached by using an isotonic calibration. Compared to the best single pedestrian detector, the logistic weighted t-norm led to an improvement of 9% in terms of log-average miss rate and 6% for the isotonic one. The weighted average only led to 1% improvement. All the other probabilistic combination rules performed very poorly. The average rule performed better than the majority vote. The cautious rule, which is equivalent to the maximum rule, performed better than all the other probabilistic rules but worse than Dempster’s rule and the t-norm based rule. Using an additional weight led to better results for all combination methods except the minimum combination rule. Similar conclusions were reached by using an isotonic calibration. Compared to the best single pedestrian detector, the weighted t-norm led to an improvement of 9% in terms of log-average miss rate and 6% for the isotonic one. The weighted average only led to 1% improvement. All the other probabilistic combination rules led to a decrease in performance.

Figure 1: (a) Percentage of detected pedestrians by at least $k \in \{1, 5, \ldots, 34\}$ detectors at 1 FPPI (b) Logistic and isotonic calibration of the scores from the ‘HOG’ pedestrian detector [1]. (c) Results of different combination strategies using a logistic regression calibration on the “Reasonable” scenario.

The triangular norm-based rule was used to better handled the dependencies among detectors. The detectors were first grouped using a hierarchical clustering and the parameter $p \in [0, 1]$ of the triangular norm was then optimized for each pairwise combination.

In our experiments, we compared probabilistic combination rules (product, average, min and max) to evidential ones. Figure 1 (c) shows the results obtained from a logistic calibration on the “Reasonable” case scenario. We can see that the product and minimum rules performed very poorly. The average rule performed better than the majority vote. The cautious rule, which is equivalent to the maximum rule, performed better than all the other probabilistic rules but worse than Dempster’s rule and the t-norm based rule. Using an additional weight led to better results for all combination methods except the minimum combination rule. Similar conclusions were reached by using an isotonic calibration. Compared to the best single pedestrian detector, the weighted t-norm led to an improvement of 9% in terms of log-average miss rate and 6% for the isotonic one. The weighted average only led to 1% improvement. All the other probabilistic combination rules led to a decrease in performance.
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Table 1: (a) Factor graph $\mathcal{G}$ corresponding to standard BA. Points are shown as yellow stars, cameras are blue triangles, and factors are denoted with black dots. (b) Factor graph obtained after eliminating points from $\mathcal{G}$. (c) Factor graph obtained by grouping factors corresponding to points that are co-visible by the same pattern of cameras. (d) A scene fragment is a group of $N$ points that are visible in $M < N$ cameras. For those groups it is convenient to use an explicit representation for the Schur complement, as this reduces the computational cost of each conjugate gradient iteration.

Efficient bundle adjustment (BA) is an important prerequisite to a number of practical applications, ranging from 3D modeling and photo tourism, to hand-eye calibration, augmented reality, and autonomous navigation.

**BA and Conjugate Gradient.** BA estimates camera parameters and scene structure via nonlinear optimization. State-of-the-art approaches are based on successive linearizations: the nonlinear cost is linearized around the current estimate and a local update is computed by minimizing a quadratic approximation of the cost. Computing the local update requires solving a linear system, which is expensive for large problems.

Conjugate Gradient (CG) has been shown to be an effective linear solver for large-scale BA. The number of CG iterations can be reduced by preconditioning, or by using the truncated Newton method, which trades off accuracy of the solution for computational efficiency.

Recent work [2] provides the key insight that, in the CG method, the Schur complement trick can be applied without the explicit computation of the reduced camera matrix. This implicit representation is shown to be convenient (storage and computation-wise) with respect to explicit representations, in which a large (but sparse) square matrix has to be formed.

**Contribution.** In this paper, rather than proposing strategies to reduce the number of CG iterations, we propose an insight that reduces the complexity of each CG iteration. We adopt a factor graph perspective, and interpret BA in terms of inference over a factor graph (Table 1a). We show that the elimination of a single point induces a factor (i.e., a probabilistic constraint) over the cameras observing the point (Table 1b). The elimination of all points leads to the standard Schur complement, while in our approach we never build the reduced cameras system explicitly.

Reasoning in terms of factor graphs allows the solver to choose the best representation (i.e., implicit vs explicit) for each factor. A factor produced by the elimination of a single point provides a low-rank constraint on the cameras, and the use of an explicit representation is not efficient for those. However, we show that “grouping” factors corresponding to many points that are co-visible by the same set of cameras produces a single grouped factor, for which the explicit representation can be convenient (Table 1c): when a group of $N$ points is visible in $M < N$ cameras, the explicit representation has a smaller computational cost in each conjugate gradient iteration. We call these groups of points “fragments” (Table 1d).

The grouping can be done in a grounded way: the problem is formally equivalent to well-studied problems in data mining (e.g., frequent items mining [4]). The computational cost of grouping is negligible in BA.

In summary, our BA solver computes the fragments using data mining techniques and uses an explicit representation for the corresponding groups of factors, while the remaining factors are kept in implicit form.

**Results.** We tested our approach in the Bundle Adjustment in the Large benchmarking datasets [2]. Our method is implemented in C++ and released in [3]. We compare our technique against one using an implicit representation for all factors, and against a state-of-the-art solver (the iterative Schur Solver) available in the Ceres optimization suite [1].

Figure 1: Total reduction in the optimization time, comparing the proposed approach against Ceres. The dataset Dubrovnik with 150 cameras and 95821 points is denoted with d-150-96k. Similar labels are used for Ladybug(l), Trafalgar(t), and Final(f).

Fig. 1 shows the reduction in the optimization time, comparing our approach against Ceres. Grouping leads to a time reduction of 50% (averaged across all datasets), with peaks reaching 80%; only in few cases Ceres was faster, due to early termination in CG iterations. The paper and the supplemental material include further comments and results, to show that this advantage is consistent across a large variety of tests.

We propose a parallel and distributed algorithm for solving discrete labeling problems in large scale random fields. Our approach is motivated by the following observations: i) very large scale image and video processing problems, such as labeling dozens of million pixels with thousands of labels, are routinely faced in many application domains; ii) the computational complexity of the current state-of-the-art inference algorithms makes them impractical to solve such large scale problems; iii) modern parallel and distributed systems provide high computation power at low cost. At the core of our algorithm is a tree-based decomposition of the original optimization problem which is solved using a non convex form of the method of alternating direction method of multipliers (ADMM). This allows efficient parallel solving of resulting sub-problems. We evaluate the efficiency and accuracy offered by our algorithm on several benchmark low-level vision problems, on both CPU and Nvidia GPU. We consistently achieve a factor of speed-up compared to dual decomposition (DD) approach and other ADMM-based approaches.

Probabilistic graphical models such as the Markov Random Fields (MRF) and Conditional Random Fields (CRF), and related energy minimization based techniques have become ubiquitous in computer vision and image processing. They have been proven especially useful to solve a variety of important, high-dimensional, discrete inference problems. Examples include per-pixel object labelling, image denoising, image inpainting, disparity and optical flow estimation, etc. [2]. Their use nonetheless imposes computational costs that are often not very compatible with very large scale problems met today in many applications. This concern is at the heart of present work.

We first define a discrete random field \( Y = \{y_1, y_2, \ldots, y_N\} \) attached to the \( N \) nodes of a graph \( G = (V, E) \) with vertex set \( V \) and edge set \( E \). Each random variable takes a discrete sample \( E \) of size \( E \). We define \( Y = E^N \) the set of all possible label assignments. This random field is a pairwise Markov Random Field (MRF) if there exists an energy function of the form

\[
E(Y) := \sum_{i \in V} \theta_i(y_i) + \sum_{(i,j) \in E} \theta_{ij}(y_i, y_j),
\]

composed of unary and pairwise potentials. Finding the lowest cost labeling of the energy over \( Y \) is an NP-hard combinatorial problem which can be written as the Integer Linear Program (ILP)

\[
\text{ILP -- MRF: minimize} \quad \sum_{i \in V} \theta_i \cdot p_i + \sum_{(i,j) \in E} \theta_{ij} \cdot q_{ij}
\]

with respect to \((p,q) \in \text{Marg}(G)\).

where \( \theta_i, \theta_{ij} \) are vectors of unary and pairwise potentials and \( p, q \) are corresponding binary indicators.

Following [1], we split the original graph \( G = (V, E) \) into \( S \) sub-graphs \( G_s_i = (V_s_i, E_s_i), s = 1, \ldots, S \) and associate to each one auxiliary variables \( p^s_i = \{p^s_i\}_{i \in V_s_i} \) and \( q^s_i = \{q^s_i\}_{(i,j) \in E_s_i} \), and potential parameters \( \theta^s_i, \theta^s_{ij} \), \( i \in V_s_i \) and \( (i,j) \in E_s_i \), such that:

\[
\sum_{i \in V_s_i} \theta^s_i = \theta_i, \forall i \in V; \quad \sum_{(i,j) \in E_s_i} \theta^s_{ij} = \theta_{ij}, \forall (i,j) \in E.
\]

This implies that each node and each edge of the original graph must be covered by at least one sub-graph and that the sub-graphs can share freely nodes and edges and that the potentials on all shared vertices or edges of the sub-graphs sum to that of the original graph.

Given sub-graphs and associated parameters, we aim to replace the difficult inference problem (2) by a set of sub-problems that can be solved in parallel, while consistencies between them is enforced in some way. Within the ADMM framework, there are several ways to achieve this goal. We choose to rely on “master” variables \( p = \{p^s_i\}_{i \in V} \) at the node level only. Thanks to constraints (3), it is easy to see that the original ILP-MRF problem can be written as

\[
\text{DIP -- MRF: minimize} \quad \sum_{s=1}^S \left( \sum_{i \in V_s} \theta^s_i \cdot p^s_i + \sum_{(i,j) \in E_s} \theta^s_{ij} \cdot q^s_{ij} \right)
\]

with respect to \((p^s, q^s) \in \text{Marg}(G_s), \forall s\)

\[
p_i \in \{0, 1\}^V; \quad \forall i \in V
\]

subject to \( p_i = p_s_i, \forall s \)

where \( p_s_i = \{p^s_i\}_{i \in V_s} \) denotes the sub-vector of \( p \) containing variables only for nodes of \( s \)-th sub-graph.

This problem can be turned into an unconstrained minimization problem by introducing the augmented Lagrangian:

\[
L_p((p^s, q^s), p, \lambda) = \sum_{s=1}^S \left( E_s(p^s, q^s; \theta^s) + \sum_{i \in V_s} \lambda^s_i \cdot (p^s_i - p_i) + \frac{\rho}{2} \sum_{i \in V_s} \|p^s_i - p_i\|^2 \right)
\]

where \( E_s(p^s, q^s; \theta^s) = \sum_{i \in V_s} \theta^s_i \cdot p^s_i + \sum_{(i,j) \in E_s} \theta^s_{ij} \cdot q^s_{ij}, p \in \{0, 1\}^V, (p^s, q^s) \in \text{Marg}(G_s) \) and \( \lambda^s = \{\lambda^s_i\}_{i \in V_s} \in \mathbb{R}^{|V_s|} \). This is a consensus problem in that we essentially have multiple copies of the same variable that should take the value of the master.

Vector \( \lambda \) is the dual variable as in classic Lagrangian duality and \( \rho \) is a positive parameter. While the additional penalty destroys the separability as compared to classic Lagrangian, it helps solving dual problem efficiently. The ADMM approach conducts the joint optimization of augmented Lagrangian by alternating the following three steps:

\[
(p^s, q^s)_{t+1} := \arg\min_{(p^s, q^s) \in \text{Marg}(G_s)} \quad L_p((p^s, q^s), p^0, \lambda^{(t)}), \quad \forall s.
\]

\[
p^s_i \leftarrow \frac{1}{|I^s|} \sum_{i \in I^s} \left( p^s_{i-1} + \frac{1}{\rho} \lambda^{s(i)} \right), \quad \forall i \in I^s.
\]

\[
\lambda^{s(i)}_{t+1} := \lambda^{s(i)}_t + \rho \left( p^s_{i-1} - p^s_i \right), \quad \forall s, i \in I^s.
\]

In this paper, we show how to solve such problem efficiently on a modern GPU. Our approach is easy to implement, since each sub-problem requires one call to a dynamic programming solver, and is highly suitable for modern GPUs with thousands of CUDA cores. Finally, we show empirically that our approach rapidly converges to a good quality estimates and is able to return a solution at any point in practice, which is important when developing interactive systems.

We introduce a boosted cross-domain categorization (BCDC) framework that utilizes labeled data from other domains as the source data to span the intra-class diversity of the original learning system. In addition to the manually annotated information in the target domain, partially labeled data from another visual domain are provided as the source domain. In comparison, the proposed learning framework shares the same basic principle of sequentially updating the impacts of training instances; yet our learning framework attempts to sequentially update the data representations of those “dis-similar” samples instead of simply weighting less on them. The learning function is formulated as:

\[
\langle D_{t}, D_{s}, X_{t}, \Phi, \mathcal{P} \rangle = \arg_{D_{t}, D_{s}, X_{t}, \Phi, \mathcal{P}} \min \| Y_{t} - D_{t} X_{t} \|_{2}^{2} \\
+ \alpha \| Q - \Phi X_{t} \|_{2}^{2} + \beta \| \mathcal{H} - T X_{t} \|_{2}^{2} \\
+ \| X_{t} A^{T} - D_{s} X_{t} \|_{2}^{2} \quad \text{s.t.} \forall i, \| x_{t}^{i} \|_{0} \leq T.
\]

(1)

In order to distinguish the “dissimilar” data from the smooth data, we include the weighted discriminative sparse codes into the learning function. Specifically, \( q_{t} = [q_{t}^{1}, q_{t}^{2}, \ldots, q_{t}^{T}] = [0, \ldots, w_{i}, w_{i}, \ldots, 0]^{T} \in \mathbb{R}^{{K+1}} \), where the non-zeros occur at those indices where \( y_{t}^{i} \in Y_{t} \) and \( X_{t}^{i} \in X_{t} \) share the same class label. Given \( X_{t} = \{x_{1}, x_{2}, \ldots, x_{N}\} \) and \( Y_{t} = \{y_{1}, y_{2}, \ldots, y_{N}\} \), and assuming \( x_{1}, x_{2}, y_{1} \) and \( y_{2} \) are from class 1, \( x_{3}, x_{4}, y_{3} \) and \( y_{4} \) are from class 2, \( x_{5}, x_{6}, y_{5} \) and \( y_{6} \) are from class 3, \( Q \) is then defined with the following form:

\[
\begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{pmatrix}
\]

(2)

Since predictions are made with respect to the data distribution of \( X_{t} \), \( w_{j} \) is included in each item of \( H \). Thus \( H \) can be defined as follows according to the same example in Equation (2)

\[
\begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{pmatrix}
\]

(3)

By defining \( Y = \{Y_{t}^{T}, (Y_{t} A^{T})^{T}, \sqrt{\alpha} Q^{T}, \sqrt{\beta} H^{T} \}^{T} \) and \( D = D_{t}^{T}, D_{s}^{T}, \sqrt{\alpha} \Phi^{T}, \sqrt{\beta} \mathcal{P}^{T} \), where column-wise \( L_{2} \) normalization is applied to \( D \), the objective function in equation 1 can be solved through sequentially updating dictionary atoms and sparse codes as in [8].


\[7\] Qiang Zhang and Baoxin Li. Discriminative k-svd for dictionary learning in face recognition. In CVPR, 2010.


**Figure 1:** Error rate comparison of the proposed BCDC method with TrAdBoost and ScSPM on the Caltech-101 dataset.
The latest generation of Convolutional Neural Networks (CNN) have been shown to achieve impressive results in challenging benchmarks on image recognition and object detection, significantly raising the interest of the community in these methods. Nevertheless, it is still unclear how different CNN methods compare with each other and with previous state-of-the-art shallow representations such as the Bag-of-Visual-Words and the Improved Fisher Vector (IFV). This paper conducts a rigorous evaluation of these new techniques, exploring different deep architectures and comparing them on a common ground, identifying and disclosing important implementation details in a similar vein to our previous work on shallow encoding methods [1].

We identify several useful properties of CNN-based representations, including the fact that the dimensionality of the CNN output layer can be reduced significantly without having an adverse effect on performance. We also identify aspects of deep and shallow methods that can be successfully shared. In particular, we show that the data augmentation techniques commonly applied to CNN-based methods can also be applied to shallow methods, and result in an analogous performance boost.

Evaluation over multiple standard benchmark datasets is presented (PASCAL VOC 2007 and 2012, Caltech-101, Caltech-256 and ILSVRC-2012) and our best CNN-based method achieves performance comparable to state-of-the-art over all four (refer to Table 1). We also present a variety of other configurations, each striking a different trade-off in the balance between performance, computation speed and compactness.

As with our previous work, source code and CNN models to reproduce the experiments presented in the paper are available from the project webpage [1] in the hope that it would provide common ground for future comparisons, and good baselines for image representation research.

1 CNN-based Methods

Our Fast (CNN-F) method provides the fastest computation time, and is similar in architecture to the one used by Krizhevsky et al. [3]. Our Medium (CNN-M) method strikes balance between being relatively fast to compute and greater performance, being loosely based on the architecture of Zeiler and Fergus [7]. Finally, our Slow (CNN-S) method focuses on maximum performance, and is similar architecturally to the ‘accurate’ network from the OverFeat package [6]. We further investigate the impact of: (a) different data augmentation strategies, (b) reducing the output dimensionality of the output layer and (c) the performance boost (if any) possible by fine-tuning the networks to the target dataset.

2 Compared to Shallow Methods

By applying data augmentation techniques similar to CNN-based methods to IFV, we obtain a performance boost to 68.0% on the PASCAL VOC 2007 benchmark. We further investigate the impact of: (a) different IFV normalisation and spatial information encoding strategies, (b) adding colour information to shallow features, or removing it from CNN-based methods and (c) combining IFV with CNN-based methods into a single fused representation.

3 Performance Evolution over PASCAL VOC 2007

A comparative plot of the evolution in the performance of the methods evaluated in this paper, along with a selection from our earlier review of shallow methods [1] is presented in Fig. 1. Classification accuracy over PASCAL VOC was 54.48% mAP for the BoVW model in 2008, 61.7% for the IFV in 2010 [11], and 73.41% for DeCAF [2] and similar [4, 5] CNN-based methods introduced in late 2013. Our best performing CNN-based method (CNN-S with fine-tuning) achieves 82.42%, comparable to the most recent state-of-the-art.
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Zero-shot learning has received increasing interest as a means to alleviate the prohibitive expense of annotating training data for large scale recognition problems. These methods have achieved great success via learning intermediate semantic representations in the form of attributes and more recently, semantic word vectors. However, many real-world data are intrinsically multi-label. For example, an image on Flickr often contains multiple objects with cluttered background, thus requiring more than one label to describe its content. And different labels are often correlated (e.g. cows often appear on grass). In order to better predict these labels given an image, the label correlation must be modelled: for $n$ labels, there are $2^n$ possible multi-label combinations and to collect sufficient training samples for each combination to learn the correlations of labels is infeasible.

It is thus surprising to note that there is little if any existing work for general multi-label zero-shot learning. Is it because there is a trivial extension of existing single label ZSL approaches to this new problem? By assuming each label is independent from one another, it is indeed possible to decompose a multi-label ZSL problem into multiple single label ZSL problems and solve them using existing single label ZSL methods. However this does not exploit label correlation, and we demonstrate in this work that this naive extension leads to very poor label prediction for unseen classes. Any attempt to model this correlation, in particular for the unseen classes with zero examples, is extremely challenging.

**Multi-Label Zero-Shot Framework** In this paper, we propose a novel framework for multi-label zero-shot learning. Given a training/auxiliary dataset containing labelled images, and a test/target dataset with a set of unseen labels/classes (i.e. none of the labels appear in the training set), we aim to learn a multi-label classification model from the training set and generalise/transfer it to the test set with unseen labels. This knowledge transfer is achieved using an intermediate semantic representation in the form of the skip-gram word vectors [3] which allows vector-oriented reasoning. Such a reasoning is critical for our zero-shot multi-label prediction to synthesise label combination prototypes in the semantic word space. For example, $\text{Vec('Moscow')}$ should be much closer to $\text{Vec('Russia')} + \text{Vec('capital')}$ than $\text{Vec('Russia')}$ or $\text{Vec('capital')}$ only. For this purpose, we employ the skip-gram language model to learn the word space, which has shown to be able to capture such syntactic regularities. This representation is shared between the training and test classes, thus making the transfer possible.

Our framework has two main components: multi-output deep regression (Mul-DR) and zero-shot multi-label prediction (ZS-MLP). Mul-DR is a 9 layer neural network that exploits convolutional neural network (CNN) layers, and includes two multi-output regression layers as the final layers. It learns from auxiliary data the mapping from raw image pixels to a linguistic representation defined by the skip-gram language model [3]. With Mul-DR, each test image is now projected into the semantic word space where the unseen labels and their combinations can be represented as data points without the need to collect any visual data. ZS-MLP addresses the multi-label ZSL problem in this semantic word space by exploiting the property that label combinations can be synthesised. We exhaustively synthesise the power set of all possible prototypes (i.e., combinations of multi-labels) to be treated as if they were a set of labelled instances in the space. With this synthetic dataset, we are able to propose two new multi-label algorithms – direct multi-label zero-shot prediction (DMP) and transductive multi-label zero-shot prediction (TraMP). However, since Mul-DR is learned using the auxiliary classes/labels, it may not generalise well to the unseen classes/labels. To overcome this problem, we further exploit self-training to adapt Mul-DR to the test classes to improve its generalisation capability.

**Experiments** We evaluate our framework with the widely used Natural Scene and IAPRTC-12 multi-label datasets. Natural Scene consists of 20000 natural scene images where each is labelled as any combinations of desert, mountains, sea, sunset and trees. We use a multi-class single label dataset – Scene dataset (2688 images) as the auxiliary dataset which are labelled with a non-overlapping set of labels such as street, coast and highway. IAPRTC-12 consists of 20000 images and a total of 275 different labels. Our experiments consider the subset of landscape-nature branch (around 9500 images) and use the top 8 most frequent labels from this branch with over 30% of multi-label test images. For this dataset, we employ both Scene and Natural Scene as the auxiliary dataset.

The results in Fig 1 and Tab 1 show the efficacy of our framework for multi-label ZSL over a variety of baselines: (1) Comparing regression models: Our Mul-DR significantly improves the results compared to both conventional SVR [2] regression (Mul-DR+DMP>SVR+DMP, Mul-DR+exDAP>SVR+exDAP) as well as Devise [1] (Mul-DR+DMP vs. DeViSE+DMP). (2) Comparing multi-label annotation strategy with the same regression model: Our transductive multi label approach out-performs the generalisation of the conventional DAP [2] to the multi-label setting (Mul-DR+DMP>Mul-DR+exDAP). For more detailed discussion, please read our paper. All the data/codes can be downloaded from http://www.eecs.qmul.ac.uk/~yf300/multilabelZSL/.

Table 1: Examples of multi-label zero-shot predictions on IAPRTC-12. Top 8 most frequent labels of landscape-nature branch are considered.

![Table 1: Examples of multi-label zero-shot predictions on IAPRTC-12.](image)

**Figure 1:** Comparing different zero-shot multi-label classification methods on Natural Scene and IAPRTC-12. So smaller values for all metrics are preferred.

![Figure 1: Comparing different zero-shot multi-label classification methods on Natural Scene and IAPRTC-12.](image)


Introduction: Multi-view video acquisition is widely used for reconstruction and free-viewpoint rendering (FVR) of dynamic scenes. Current approaches to FVR resample directly from the captured multi-view images at each time frame, achieving a high level of photo-realism but requiring storage and transmission of multi-view video sequences. This is prohibitively expensive in both storage and bandwidth required for multiple video streams limited applications to local rendering on high-performance hardware. This paper addresses the problem of optimally resampling and representing multi-view video to obtain a compact representation without loss of the view-dependent dynamic surface appearance.

Figure 1: Overview of the resampling of multi-view video to a multi-layer texture video

Representation and Optimisation: Fig. 1 shows an overview of the proposed approach taking as input a set of camera images and an aligned mesh sequence. Texture coordinates, a 3D-2D mapping, are defined and the multi-view images are resampled into a hierarchy of texture maps with the views of each facet ordered by visibility. Optimal resampling from multiple views requires spatial and temporal coherence of the representation. The problem can be cast as a labelling problem where we seek the multiple views of each facet ordered by visibility. Optimal resampling from multi-view images are resampled into a hierarchy of texture maps with mesh sequence. Texture coordinates, a 3D-2D mapping, are defined and proposed approach taking as input a set of camera images and an aligned representation and Optimisation:

\[ E(L(t)) = \sum \{ E_i(L(t)) + \lambda_v E_v(L(t)) + \lambda_s E_s(L(t), L(t+1)) \} \]

where \( E_i(L(t)) \) is the unary visibility cost for all faces \( F \) to be assigned camera labels \( L(t) \) at time \( t \), \( E_v() \) is the spatial coherence cost which enforces consistent camera labelling between adjacent mesh facets, \( E_s() \) is the temporal coherence cost which enforces temporal coherence of the camera labelling, finally \( \lambda_v \) and \( \lambda_s \) are weighting terms for the spatial and temporal smoothness functions.

Multi-View Alignment: Simple projection and blending of camera views using the approximate reconstructed mesh geometry leads to blurring and ghosting artefacts. These artefacts are caused by misalignment between overlapping camera images projected onto to mesh surface from inaccurate geometry and camera calibration. In order to minimise these artefacts, we use optical flow based image warping to correct misalignments before sampling into the texture domain. To establish optical flow between camera views, we first render the geometry from the viewpoint of camera \( C_i \) and projectively texture the geometry using the image of camera \( C_i \) for all \( N_C \) cameras. This results in \( N_C \) rendered images, \( R_i^j \), which denotes the image rendered from the \( j \)th camera viewpoint using the \( j \)th camera image, Fig. 2(a) and (b). An optical flow correspondence field, \( O_{i \rightarrow j} \), is computed between the rendered image \( R_i = R_i^t \) and \( R_j^t \) where \( i \neq j \). A binary confidence score is assigned to each flow vector, black indicates areas where occlusion or depth discontinuities occur these are assigned a zero confidence scores, Fig. 2(c). The magnitude of the correction vector is given by the weighted average of all visible and high-confidence flow vectors on the surface.

Results: Optimal resampling of the captured multi-view images as a layered texture map representation is achieved by combining the optical flow alignment of the captured images on the reconstructed surface with the spatio-temporal optimisation of camera label assignments for each mesh facet. Fig. 3 shows two examples of the multi-view alignment: (a) a texture map layer from dataset Dan. (b) First three layers from Cloth dataset blended together. This demonstrates that the approach corrects misalignment which reduces ghosting and blur artefacts during rendering. The representation is evaluated in terms of rendering quality and required storage when varying the size of the texture map and number used. We show that only 3 texture layers are required to maintain view dependence during rendering and no significant increase in quality occurs when using a texture size above 1024. This results in a >90% reduction in the required storage when compared to the captured data.

Conclusion: A method is presented for optimisation of the resampling from multi-view video sequences of a reconstructed surface into a multi-layer 2D texture map representation to obtain a compact, spatially and temporal coherent representation that minimises the loss of information from the captured data to maintain FVR quality. Spatio-temporal optimisation is combined with a surface-based optical flow alignment to significantly reduce the storage footprint and minimise artefacts due to errors in geometry and camera calibration. This demonstrates that the proposed approach results in an efficient representation that preserves the visual quality of the captured multiple view video for FVR whilst achieving approximately >90% reduction in size.
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Figure 1: Approach overview: given a sequence of images a) we construct a graph b) connecting pixels in a neighborhood and also to their temporal correspondences. This is represented as a very large sparse matrix, from which we select a random subset of columns (which correspond to pixels) – only the randomly selected pixels are used for graph and matrix construction. d) we employ spectral clustering segmentation based on efficient and accurate low rank factorization based on the Nyström method to approximate the graph Laplacian.

Spatio-temporal cues are powerful sources of information for segmentation in videos. In this work we present an efficient and simple technique for spatio-temporal segmentation that is based on a low-rank spectral clustering algorithm. The complexity of graph-based spatio-temporal segmentation is dominated by the size of the graph, which is proportional to the number of pixels in a video sequence. In contrast to other works, we avoid oversegmenting the images into super-pixels and instead generalize a simple graph based image segmentation. Our graph construction encodes appearance and motion information with temporal links based on optical flow. For large scale data sets naive graph construction is computationally and memory intensive, and has only been achieved previously using a high power computer cluster. We make feasible for the first time large scale graph-based spatio-temporal segmentation on a single core by exploiting the sparsity structure of the problem and a low rank factorization that has strong approximation guarantees.

The central contribution of this paper is to introduce a set of strategies that enable us to compute a dense graph based segmentation using a single processor and fitting in core memory. This is done primarily through two innovations: (i) we exploit the sparsity structure of the spatio-temporal graph, and (ii) we make use of an efficient and accurate low rank factorization based on the Nyström method to approximate the graph Laplacian in a spectral clustering approach. Our results show that not all of the pixels contain meaningful information about images, and just a subset of pixels can be a good representation of the entire scene.

Given an image $I$, we create a graph $G = (V, E, W)$, where the graph nodes $V$ are the pixels in the image and are connected by edge $E$ if they are within distance $r$ from each other. $W$ measures the similarity of pixels connected by an edge. We define $W$ as the following: $W_{ij} = \exp \left( -\frac{d(x_i, x_j)}{\sigma} \right)$ where $W_{ij} = 0$ for $i = j$, and $x_i$ denotes pixel color and $d(x_i, x_j)$ is the Euclidean distance. $\sigma$ is a local scaling parameter [3] which takes into account the local statistics of the neighborhood around pixels $i$ and $j$. Local scaling parameter is defined by: $\sigma_i = \frac{d(x_i, x_j)}{\delta_i} \text{ where } \delta_i$ is the $K$th neighbor of pixel $i$. In order to extend this to video, we make use of optical flow and add temporal motion information to the graph. We use optical flow to compute the motion vectors between frames. Then we connect pixel $(x, y)$ in frame $t$ to its $9$ neighbors along the backward flow $(u, v)$ in frame $t-1$, e.g. $(x+u(x,y), y+v(x,y)) + \delta_i$ for $\delta_i \in \{-1,0,1\} \text{ and } x+u(x,y) \geq 0$.

The similarity matrix for the video is a sparse symmetric block diagonal matrix of the size $n=\text{number of frames} \times \text{number of pixels in one frame}$.

Next, we use a time and space efficient spectral clustering via column sampling [1], that is similar to Nyström method, but with a further rank-k approximation of the normalized Laplacian using the sampled sub-matrix of the similarity matrix. This algorithm has shown promising results, since it reduces the time and space complexity of Nyström method and also it is able to recover all the degree information of the selected points. The time complexity of the algorithm is $O(nmk)$ and there is no need to store large similarity matrix $W$ or its sampled columns in the memory. Also we are using the proposed inexpensive algorithm by [1] to orthogonalized estimated eigenvectors.

After performing spectral clustering on the similarity graph and obtaining the clusters, we first quantize each cluster into $256$ bins ($16$ bins for each channel) and compute the RGB histogram. Then we merge adjacent clusters repeatedly if their similarity is more than a threshold $\tau$ to achieve the final segmentation.

We compared our method against other dense and sparse methods and achieved comparable performance while using just a subset of pixels (30%-50%) to label all of the pixels. In conclusion, we have demonstrated a novel method for spatio-temporal segmentation of dense pixel trajectories based on spectral clustering. We found that fully connecting pixels to their spatial neighbors within a given radius is an effective strategy for improving segmentation accuracy. Additionally, we use optical flow to more accurately compute temporal connectivity than a simple method based on an interpretation of the video sequence as a 3D volume. In contrast to previous work, we do not resort to super-pixel segmentation to achieve computational tractability and memory efficiency. Instead, we exploit the natural sparsity structure of the graph, and employ a low rank approximation of the Laplacian closely related to the Nyström method. We have found that sampling 30-50% of the pixels to index columns of the low rank approximation leads to comparable performance with a method that uses 100% of the columns. This strategy results in a spectral clustering method that can run on a single processor with the graph representation fitting in core memory. We have demonstrated the effectiveness of the approach on the Hopkins 155 data set, where we have achieved the best reported results for dense segmentation using an order of magnitude less computation than [2].

Abstract
We present an algorithm to estimate depth in dynamic video scenes. We propose to learn and infer depth in videos from appearance, motion, occlusion boundaries, and geometric context of the scene. Using our method, depth can be estimated from unconstrained videos with no requirement of camera pose estimation, and with significant background/foreground motions. We start by decomposing a video into spatio-temporal regions. For each spatio-temporal region, we learn the relationship of depth to visual appearance, motion, and geometric classes. Then we infer the depth information of new scenes using piecewise planar parametrization estimated within a Markov random field (MRF) framework by combining appearance to depth learned mappings and occlusion boundary guided smoothness constraints. Subsequently, we perform temporal smoothing to obtain temporally consistent depth maps. We present a thorough evaluation of our algorithm on our new dataset and the publicly available Make3d static image dataset.

1 Introduction and Approach
Methods exploiting visual and contextual cues for depth can be used to provide an additional source of depth information to the structure from motion or multi-view stereo based depth estimation systems. In this paper, we focus on texture features, geometric context, motion boundary based monocular cues along with co-planarity, connectivity and spatio-temporal consistency constraints to predict depth in videos. We assume that a scene can be decomposed into planes, each with its own planar parameters. We over-segment a video into spatio-temporal regions and compute depth cues from each region along with scene structure from geometric contexts. These depth cues are used to train and predict depth from features. However, such appearance to depth mappings are typically noisy and ambiguous. We incorporate the independent features to depth mapping of each spatio-temporal region within a MRF framework that encodes constraints from scene layout properties of co-planarity, connectivity and occlusions. To model the connectivity and co-planarity in a scene, we explicitly learn occlusion boundaries in videos. To further remove the inconsistencies from temporal depth prediction, we apply a sliding window to smooth the depth prediction. Our approach doesn’t require camera translation or large rigid scene for depth estimation. Moreover, it provides a source of depth information that is largely complementary to triangulation based depth estimation methods [5]. The primary contributions of our method to extract depth from videos are:
- Adoption of a learning and inference approach that explicitly models appearance to geometry mappings and piecewise scene smoothness;
- Learning and estimating occlusion boundaries in videos and utilizing these to constrain smoothness across the scene;
- There is no requirement of a translating camera or a wide-baseline for depth estimation;
- An algorithm for video depth estimation that is complementary to traditional structure from motion approaches, and that can incorporate these approaches to compute depth estimates for natural scenes;

2 Experiments and Results
We perform extensive experiments on video depth data to evaluate our algorithm. We perform 5-fold cross-validation over 36 videos (~ 6400 frames). We compute average log-error \(|\log d - \log \hat{d}|\) and average relative error \(|\frac{d - \hat{d}}{d}|\) to report the accuracy of our method. We achieve an accuracy of 0.153 log-error and 0.44 on relative error (Table 1). Figure 1 shows some example scenes from our dataset with ground truth and predicted depth. Our approach for depth estimation can also be applied to images. We applied our algorithm on a publicly available Make3d depth image dataset [6]. Table 2 gives the comparison of the single image variant of our approach with the state of the art and we achieve competitive results. It should be noted that our algorithm depends on occlusion boundary detection and geometric context (for which motion based features are important and is not optimized to extract depth from single images.

2 Kevin Karsch, Ce Liu, and Sing Kang. Depth extraction from video using non-parametric sampling. In ECCV 2012.
6 Ashutosh Saxena, Min Sun, and Andrew Y Ng. Make3d: Learning 3d scene structure from a single still image. PAMI, 2009.

Figure 1: Examples of videos scenes, ground truth, and predicted depth by our method. Legend shows depth range from 0m (blue) to 80m (red).

Table 1: Performance of our algorithm on video dataset, combining appearance, flow, and surface layout features give best accuracy.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>log10</th>
<th>rel-log</th>
</tr>
</thead>
<tbody>
<tr>
<td>SCN [4]</td>
<td>0.198</td>
<td>0.530</td>
</tr>
<tr>
<td>HEH [1]</td>
<td>0.320</td>
<td>1.423</td>
</tr>
<tr>
<td>PP-MRF [6]</td>
<td>0.187</td>
<td>0.370</td>
</tr>
<tr>
<td>Depth Transfer (2)</td>
<td>0.148</td>
<td>0.362</td>
</tr>
<tr>
<td>Sematic Labels (5)</td>
<td>0.148</td>
<td>0.579</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Features</th>
<th>log10</th>
<th>rel-depth</th>
</tr>
</thead>
<tbody>
<tr>
<td>ALL</td>
<td>0.153</td>
<td>0.44</td>
</tr>
<tr>
<td>App.+Flow</td>
<td>0.176</td>
<td>0.533</td>
</tr>
<tr>
<td>Appearance</td>
<td>0.175</td>
<td>0.512</td>
</tr>
</tbody>
</table>

Table 2: Our approach can also be applied to images. We apply it to Make3d depth image dataset [6].
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Introduction. Non-Rigid Shape-from-Motion (NRSfM) is the general solution to the 3D reconstruction from multiple monocular images of deforming objects. Most previous attempts in NRSfM have been on learning a low dimensional shape basis from a set of contiguous images. NRSfM is very much related to the Shape-from-Template (SfT) problem, where shape is computed from a known 3D template and a single input image after deformation. Most SfT methods have been based on isometric deformations [1, 2]. Thus applying NRSfM in isometrically constrained deformations is a natural way forward. However, there has been a gap in the literature regarding the theory behind isometric NRSfM. Many of the isometric NRSfM solutions also have practical problems. Apart from that, most of the recent works in NRSfM are based on orthographic camera models. [3] uses the orthographic camera to recover the shape’s normal locally; they suffer from local two-fold ambiguities and significantly degrade for shorter focal lengths. [5] recently solved the same problem for an orthographic and perspective camera. [4] specifically addresses the case of piecewise planar surfaces: it uses the perspective camera but still has patch-wise two-fold unresolved ambiguities induced by the processing of image pairs.

In the paper, we present a general framework to solve Non-Rigid Shape-from-Motion (NRSfM) with the perspective camera for isometric deformations. Isometry allows solving for complex shape deformations from a sparse set of images. First, we formulate isometric NRSfM as a system of first-order Partial Differential Equations (PDE) involving the shape’s depth and normal field and an unknown template. Second, we show the system cannot be locally resolved as such. Third, we introduce a low dimensional shape basis from a set of contiguous images. NRSfM is very much related to the Shape-from-Template (SfT) problem, where a low dimensional shape basis is computed from a known 3D template and a single input image. This leads to the following, which we refer to as the NRSfM problem:

System (1) is analyzed in the paper to reveal that it effectively 6 equations with 8 unknowns for 2 views. Similarly for n views, we obtain 3n equations with 3n + 2 unknowns. This summarizes our second result that one cannot solve isometric NRSfM by relaxing the relationship between the depth and the normal.

Infinitesimal planarity and the solution to NRSfM. To obtain a solution to the NRSfM problem described by system (1), we assume that the surface is locally planar with zero second and higher-order derivatives. By doing this we show how isometry implies that the tangent planes on the surfaces are actually related by rigid transforms. Thus their images in turn are locally related by homographies. This is a very important result as it allows us to instead compute the aforementioned local homography to solve NRSfM. Given a known global inter-image warp we demonstrate a way to compute exactly such local homographies.

Homographies are well-understood in the literature and they can be decomposed to get the normals on the respective planes in 3D. However, there exists a two-fold ambiguity in computing the normal of a plane from its related homography. In the paper we present an algorithm to obtain the correct surface normal using at least 3 views that also robustly handles higher number of views. We tested our method with synthetic and real datasets. The results of these experiments show that our method outperforms the state of the art and is able to give a good 3D reconstruction under wide baseline viewpoints with significant deformations. We conclude that an algebraic solution of isometric NRSfM is not possible without further assumptions. However the use of infinitesimal planarity gives useful 3D reconstructions and is thus a valid assumption.
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Bundle Adjustment is a key process to enhance the global accuracy of the 3D camera pose and structure estimation in the framework of structure from motion over long video sequences. However, most bundle adjustment algorithms require sufficient visual feature correspondences from each camera frame to its neighboring frames in video sequences, which are hard to collect in real environments, especially for indoor real-time navigation applications. A camera may not observe enough common scene points over a long period of time due to occlusions or non-texture background such as the white walls etc.. With the use of video images as the only input, bundle adjustment will easily fail due to the constant link outage of visual landmarks in the scene. We call it the effect of “visual breaks”, and the issue of “visual breaks” has hindered the usage of bundle adjustment. It is particularly critical for sequential Structure from Motion (sSIM) applications where motion estimation is from “chaining” neighboring key frames.

On the other hand, to deal with this issue of “visual breaks”, vision-based navigation systems, such as Simultaneous Localization and Mapping (SLAM), typically do not rely on the video cameras only for robustness. Different techniques have been proposed to reduce the drift caused by “visual breaks” and other sources (e.g. inaccurate calibration) by fusing non-vision sensors, such as Inertial Measurement Unit (IMU) [1], LiDAR [3] or GPS [2]. As a result, good motion measurements from non-vision sensors or motion assumptions can be obtained easily at these “visual breaks” locations. However the bundle adjustment is still not able to use the motion estimates from these techniques directly due to a missing approach to incorporate them inside the cost function during optimization.

In this paper, in order to overcome the above issue, we propose a “Virtual Insertion” scheme to construct elastic virtual links on these “visual breaks” positions to fill visual landmark link outage with the measurements provided by other sensors or motion assumptions, so that all camera positions can be linked in the long video by the real or virtual scene landmarks before bundle adjustment. This way enables the traditional bundle adjustment algorithms to achieve robust large-area structure from motion over long video sequences. Specifically, with the measurements from non-vision sensors at the “visual break” positions, we actually convert them into a set of virtual landmark links that will serve as 3D-2D projection constraints in the cost function of bundle adjustment optimization. As a result, measurements from other sensors can be integrated into existing bundle adjustment framework. Experiments on real-world long video sequences show that the virtual insertion scheme can significantly enhance both robustness and global accuracy of bundle adjustment over long video sequences in challenging real-world environments.

A “visual break” is critical especially for sequential structure from motion, where usually a camera pose has feature correspondences only with neighboring positions. With the help of IMU and Kalman filter [3], a visual odometry system is able to output reasonable and continuous poses using measurements from IMU especially at the “visual breaks”. However the measurements from IMU cannot be integrated into the framework of bundle adjustment directly, resulting large jumps and drifts. This is because “visual breaks” can severely affect the bundle adjustment, in the sense that the global-minima of the whole sequence becomes the combination of local-minimas in each of the two segments of the sequence because the transition between the two sets of locations is unconstrained. This is the reason why large jumps can be found in the output trajectory from bundle adjustment when “visual breaks” exist in the sequence.

Figure 1 shows the illustration of a typical motion estimation over a video sequence with a “visual break” annotated with a red link arrow. Due to drift in the initial poses estimation, the loop does not close although the person travels back to the origin. It can be seen from Figure 1 that the initial estimated trajectory from is continuous and smooth. After feature matching, frames at the end are matched with frames at the beginning, and for the other locations, frames are only matched with their neighboring frames. During bundle adjustment, with the constraints provided the loop closure, the drifts at the end can be reduced. However a large jump can be observed at the “visual break” location, as showed in Figure 1, since the constraints cannot be propagated to the other locations because of the “visual break”. It is straightforward to consider this “visual break” as a “broken joint”.

It is natural for us to think about adapting the “broken joints” with artificial links. From initial estimation of the camera poses fused with IMU, we can set up artificial links on the “visual breaks”. Although drift will accumulate over long period in general, within a small period of time, the estimation fused with IMU can be considered as reliable and trustworthy. As shown in Figure 1, a virtual link estimated by IMU motion estimation can be inserted to the break location so that the constraints from loop closure can be propagated to the whole sequence. Hence, as it can be seen that the whole trajectory can reach global optima with drifts reduced on every location. In other words, this method is transferring the motion measurements from non-vision sensors into 3D-2D visual projection constraints, which are integrated into the cost function of bundle adjustment for a joint global optimization. This forms the base of proposed virtual insertion techniques.


*This work was done while the author was a student associate at SRI International, Princeton, NJ, USA.
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Introduction: Most efforts in facial behavior analysis have focused on proposing supervised methods to detect a set of predefined gestures such as the Action Units. However, supervised AU detection is a difficult task which requires a huge labelling effort to annotate spontaneous behavior databases. In contrast, we focus on a different problem which we call facial behavior categorization. The goal is to estimate high-level semantic labels for videos of recorded people by means of analysing their facial expressions. As an example, consider a set of videos of people recorded while watching an advertisement. The videos are labelled with the subject’s appreciation of the advertisement, revealing whether or not he liked it. The task of facial behavior categorization is to analyse the set of subject facial expressions during the whole recording and estimate the “Like/Not Like” label. This problem can be considered a weakly-supervised learning problem because we do not have access to frame-by-frame facial gesture annotations but only weak-labels at the video level are available. From this weak-annotations, we aim to learn a set of discriminative expressions and how they determine the high-level labels. Similar to [5], we pose facial behavior categorization as a Multiple Instance Learning problem. In MIL, the training set \( T = \{ (X_1, y_1), (X_2, y_2), \ldots, (X_N, y_N) \} \) is formed by \( N \) pairs of bags \( X_i \in \mathcal{X} \) and labels \( y_i \in \{ 0, 1 \} \). Every \( X_i \) = \{ \( x_{i1}, x_{i2}, \ldots, x_{iM} \) \} is a set of \( M \) instances \( x_{ij} \in \mathcal{X}^D \). The labels \( y_i \in \{ 0, 1 \} \) are binary variables indicating whether the class of the bag is positive or negative. The goal is to learn a classifier \( F(X_i) = y_i \) able to predict a label \( y_i \) from a new test bag \( X_i \). In facial behavior categorization, we consider a video as a bag where its instances \( x_i \) correspond to facial descriptors extracted at each video-frame and \( y_i \) refers to the video weak-label.

Contributions: We propose a novel MIL method called Regularized Multi-Concept MIL for facial behavior categorization. In contrast to previous MIL methods applied to facial behavior analysis which use a Single-Concept approach, RMC-MIL follows a Multi-Concept assumption which allows different facial expressions (concepts) to contribute differently to the video-label. Moreover, to handle with the potential large number of non-informative features present in the high-dimensional facial-descriptors, RMC-MIL uses a discriminative approach to model the concepts and structured sparsity regularization. As a consequence, the concepts use only a common subset of features expected to be related with facial expression changes.

Regularized Multi-Concept MIL: An overview of RMC-MIL is illustrated in Fig. 1. Our model learns a set of \( K \) hyperplanes \( Z = \{ z_1, z_2, \ldots, z_K \} \) in the instance space which classify instances depending when they belong or not to the \( k \)-th concept. This concepts are expected to represent different types of discriminative facial expressions. A bag is a set of \( K \) classifiers \( z_k \) in instance space. A bag is represented using the probability of its instances given each concept. The bag-classifier \( w \) maps this bag-representation into high-level labels. Both \( Z \) and \( w \) parameters are jointly optimized during training.

Experiments: In our experiments, we evaluate the proposed approach in two different facial behavior categorization problems. Using the AM-FED [4] and UNBC [2] public datasets, we attempt to categorize viewer’s responses to advertisements and detect pain from patients from weakly-labelled videos. We demonstrate the advantages of using multiple concepts in facial behavior categorization and the effectiveness of structured sparsity regularization in this context. Moreover, the results show the improvement of RMC-MIL over existing Single-Concept and Multi-Concept MIL methods and its ability to learn discriminative facial gestures from weakly-labeled data (Fig. 2).

We investigate and exploit the influence of facial expressions on automatic age estimation. Different from existing approaches, our method jointly learns the age and the expression by introducing a new graphical model with a latent layer between the age/expression labels and the features. This layer aims to learn the relationship between the age and the expression and captures the face changes which induce the aging and the expression appearance, and thus obtaining expression-invariant age estimation.

External factors like facial expressions cause changes in facial muscles which distort the aging cues. A problem in age estimation is that expression-related muscles overlap with aging-induced facial changes. For example, smiling involves the activation of some facial muscles leading to raising the cheeks and pulling the lip corners. This influences the aging wrinkles around the mouth and near the eyes. Consequently, the aging cues changes caused by expressions show the necessity of separating the influence of expression when estimating the age.

We jointly learn the age and expression and model their relationship. More specifically, we introduce a new graphical model which contains a latent layer between the age/expression labels and the facial features. This layer captures the relationship between the age and expression. To predict the age, the age and expression are inferred jointly, and hence prior-knowledge of the expression of the test face is not required. The contributions of our work are: 1) we show how age-expression joint learning improves the age prediction compared to learning independently; 2) As opposed to existing methods [2, 5], the proposed method predicts the age across different facial expressions without prior-knowledge of the expression labels of the test faces. 3) Finally, our results outperform the best reported results on age-expression datasets (FACES [1] and Lifespan [3]).

The proposed graphical model has four sets of connections: First, connections between the face subregions and the latent variables. These connections are designed to capture the changes of face appearance related to age and expression. Second, connections between the face subregions and the age/expression labels are formed. The aim here is to directly relate the latent variables, the age, and the expression appearance, and thus obtaining expression-invariant age estimation. The last type of connections is designed to relate the latent variables, the age, and the expression labels. The potential function is decomposed into four potential functions corresponding to the connections of the model (Figure 1).

\[
\psi(h, y, x; \theta) = \sum_{i \in \mathcal{H}} \psi_i(h_i, x_i; \theta^i) + \sum_{i \in \mathcal{Y}} \psi_i(h_i, y_i; \theta^i) + \sum_{i \in \mathcal{X}} \psi_i(h_i, x_i; \theta^i). \tag{2}
\]

To learn the parameters \( \theta \), we exploit the max margin approach [4]. The inference involves a combinatorial search of the joint assignment of \( h, y, \) and \( x \) which results in the maximum conditional probability:

\[
(\hat{y}, \hat{h}) = \arg\max_{y \in \mathcal{Y}, h \in \mathcal{H}} \psi(x, y, h; \theta). \tag{3}
\]

In the paper, we evaluate our model on FACES [1] (6 expressions) and Lifespan [3] (2 expressions) datasets. The experiments show the improvement in performance when the age is jointly learnt with the expression in comparison to expression-independent age estimation. The age estimation error is reduced by 14.43% and 37.75% for FACES and Lifespan datasets respectively. We show (Figure 2) the face regions corresponding to each hidden state (3).

Figure 2: Average face regions corresponding to different hidden states (from left to right) for the bottom and top face regions. For the bottom regions, the first hidden state corresponds to the face appearance where the mouth is open, the third hidden state represents a depressed lip corner, and the second hidden state corresponds to a normal face appearance. For the top regions, the second hidden state represents the face appearance where the eye is slightly closed while the first and the third states correspond to open eye appearances.

Our model maximizes the conditional probability of the joint assignment of \( y \) given observation \( x \):

\[
y^* = \arg\max_y P(y|x; \theta). \tag{1}
\]

For the sake of simplicity, we do not show these connections in this figure for the sake of clarity.

Our model maximizes the conditional probability of the joint assign-
The goal of this paper is to present a novel stochastic cost function for binocular stereo vision that delivers statistics about the most probable disparities on the pixel level. We drive these statistics by many independent stochastic processes so that robustness to outliers can be achieved. Each of these stochastic processes may be understood as an individual who is requested to deliver his opinion about the depth. Finally, the idea is to fuse all these individual measurements into one global disparity map. In this paper, we use random walks for this.

In our paper, we provide a statistical consistency measure that serves as a confidence for every disparity value. The idea is that the confidence is high if many random walks confirm to the same disparity. Given that \( V(x, d) \) is the number of votes for disparity \( d \) at pixel \( x \), the consistency is defined as:

\[
\hat{c}(x) = \frac{1}{\sum_{d} V(x, d)}
\]

where \( \hat{d}(x) \) is the disparity with most votes at pixel \( x \). We analyze the reliability of this confidence value, also by discussing its ROC curve, which we present as an example in Fig. 3. Finally, we show disparity maps of challenging stereo images and we compare to other related methods.

To summarize, this paper proposes a novel stochastic cost function based on random walks which enables statistical reasoning on the discovered depth measurements. In particular, we introduce (1) a cost aggregation technique based on random walks which is orientation- and occlusion-robust, (2) a novel voting technique based on random walks to obtain statistical information about the disparity likelihood and (3) a strong novel statistical consistency measure. In our experiments we show impressive results on challenging stereo images. Given the obtained results we believe that our cost function together with the confidence is useful for other stereo methods and is valuable in practical applications.
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Abstract

Fusing multiple features is a promising approach for accurate shape-based 3D Model Retrieval (3DMR). Most of the previous algorithms either simply concatenate feature vectors or sum similarities derived from features. However, ranking results due to these methods may not be optimal as they don’t exploit distributions, i.e., manifold structures, of multiple features. This paper proposes a novel 3DMR algorithm that effectively and efficiently fuses multiple features. The proposed algorithm employs a Multi-Feature Anchor Manifold (MFAM) that approximates multiple manifolds of heterogeneous features with small number of “anchor” features. Given a query, ranks of 3D models are computed efficiently by diffusing relevance on the MFAM. Distance metrics of heterogeneous features are fused during the diffusion for better ranking. Experiments show that our proposed algorithm is more accurate and much faster than 3DMR algorithms we have compared against.

Proposed algorithm

For accurate and efficient 3DMR, we propose 3D model retrieval by Visual Feature Fusion (3DVFF) algorithm that fuses multiple visual features of 3D models via an unsupervised distance metric fusion algorithm called Multi-Feature Anchor Manifold Ranking (MFAM). Figure 1 shows an overview of the proposed algorithm. The 3DVFF algorithm first extracts two visual features SV-DSIFT and LL-MO1SIFT from each 3D model in a database. The SV-DSIFT aggregates local visual features extracted from multiple viewpoints by Super Vector (SV) coding [1], and shows high accuracy for models having global deformation and/or articulation. The LL-MO1SIFT aggregates per-view global image features having global deformation and/or articulation. The LL-MO1SIFT aggregates per-view global image features by using Locality-constrained Linear (LL) coding [2], and shows high accuracy for rigid models. For each feature, to reduce computational cost, a manifold of all the features is approximated by a manifold of anchor features. Then, the two anchor manifold graphs are fused into a MFAM graph [3]. Ranking of the 3D models in the database for a given query is efficiently computed by relevance diffusion from the query to the 3D models over the MFAM. The two heterogeneous manifolds, one for the SV-DSIFT and the other for the LL-MO1SIFT, are fused during the relevance diffusion over the MFAM to yield a fused distance metric.

Experiments and results

To evaluate accuracy and efficiency of the proposed 3DVFF algorithm, we use two benchmarks; the Princeton Shape Benchmark (PSB) [4] and the SH14LC [5] (Results for other benchmarks are presented in a full paper). Figure 2 shows examples of 3D models for the benchmarks. For the PSB, we use 400 anchors for SV-DSIFT and 500 anchors for LL-MO1SIFT to approximate structure of multi-feature manifold. For the SH14LC, we use 2,000 anchors for SV-DSIFT and 2,500 anchors for LL-MO1SIFT. We use Mean Average Precision (MAP) [%] for quantitative evaluation of retrieval accuracy.

![Figure 2: Examples of 3D models for the benchmarks.](image)

Table 1: Computation time per query for the SH14LC benchmark.

<table>
<thead>
<tr>
<th>algorithms</th>
<th>Feature extraction</th>
<th>Ranking</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>MR-early</td>
<td>2.575</td>
<td>34.779</td>
<td>37.354</td>
</tr>
<tr>
<td>3DVFF (proposed)</td>
<td>2.575</td>
<td>0.031</td>
<td>2.606</td>
</tr>
</tbody>
</table>

Table 2: Comparison of retrieval accuracy (MAP [%]).

<table>
<thead>
<tr>
<th>algorithms</th>
<th>PSB</th>
<th>SH14LC</th>
</tr>
</thead>
<tbody>
<tr>
<td>MR-DSIIFT [6]</td>
<td>62.9</td>
<td>46.4</td>
</tr>
<tr>
<td>LCDR-DBSVC [5]</td>
<td></td>
<td>54.1</td>
</tr>
<tr>
<td>SV-DSIFT</td>
<td>63.4</td>
<td>46.4</td>
</tr>
<tr>
<td>LL-MO1SIFT</td>
<td>55.3</td>
<td>39.9</td>
</tr>
<tr>
<td>3DVFF (proposed)</td>
<td>72.6</td>
<td>57.2</td>
</tr>
</tbody>
</table>

Recent advances in imaging sensors, such as Kinect, provide access to the synchronized depth with color, called RGB-D image. Numerous researches [2, 4] have shown that the use of depth as an additional feature improves accuracy of scene segmentation. However, it remains an important issue - what is the best way to fuse color and geometry in an unsupervised manner? We focus on this issue and propose a solution.

In this paper, we propose an unsupervised method for indoor RGB-D image segmentation and analysis. The proposed method combines a clustering method with a region merging method. First, it identifies the possible image regions using clustering w.r.t. a statistical image generation model. Then, it merges regions based on planar statistics.

We consider a statistical image generation model in order to fuse color and shape (3D and surface normal) features. The model assumes that the features are independently (naive Bayes assumption) issued from a finite mixture of multivariate Gaussian (for color and 3D) and a multivariate Watson distribution [6] (for surface normal). Mathematically, such a model with $k$ components has the following form:

$$
g(x|\Theta_k) = \sum_{i=1}^{k} \pi_j f_s(x^C_j, \mu^C_{j,k}, \Sigma^C_{j,k}) f_s(x^P_j, \mu^P_{j,k}, \Sigma^P_{j,k}) f_u \left( x^N_j | \mu^N_{j,k}, \kappa^N_{j,k} \right)
$$

Here $x_i = \{x^C_i, x^P_i, x^N_i\}$ is the feature vector of the $i$th pixel with $i = 1, \ldots, M$. Superscripts denote: $C$ - color, $P$ - 3D position and $N$ - normal. $\Theta_k = \{\pi_j, \mu^C_{j,k}, \Sigma^C_{j,k}, \mu^P_{j,k}, \Sigma^P_{j,k}, \mu^N_{j,k}, \kappa^N_{j,k}\}_{j=1..k}$ denotes the set of model parameters where $\pi_j$ is the prior probability, $\mu^C_{j,k}$ is the mean, $\Sigma^C_{j,k}$ is the variance-covariance matrix and $\kappa^N_{j,k}$ is the concentration of the $j$th component. $f_s(\cdot)$ and $f_u(\cdot)$ are the density functions of the multivariate Gaussian distribution and the multivariate Watson distribution respectively.

Fig. 1 illustrates the workflow of our RGB-D segmentation method that consists of two tasks: (1) cluster features and (2) merge regions. The first task performs a joint color-spatial-axial clustering and generates a set of regions. The second task performs a refinement on the set with the aim to merge regions which are susceptible to be over-segmented.

**Figure 1: Work flow of the proposed RGB-D segmentation method.**

We develop a Joint Color-Spatial-Axial (JCSA) clustering method to cluster pixels w.r.t. our image model. We exploit Bregman Soft Clustering (BSC) [1] method which has been effectively employed for mixture models based on exponential family of distributions. Compared to the traditional Expectation Maximization algorithms, BSC provides additional benefits: (a) it considers Bregman Divergence that generalizes a large number of distortion functions [1]; (b) simplifies computationally expensive Maximization step and (c) is applicable to mixed data type. Details of the JCSA clustering method is presented in the paper.

In an unsupervised setting the true number of segments are unknown. Therefore using JCSA, we cluster image features with an assumption of maximum number of clusters ($k = k_{max}$). Such an assumption often causes an over-segmentation of the image.

In order to tackle the over-segmentation issue mentioned above, we develop a statistical region merging method. It exploits planar property, which is related to the parameters ($\mu$ and $\kappa$) of the Watson distribution associated with each region. Our method first builds a region adjacency graph $G = (V,E)$. Each node $v_i \in V$ consists of concentration $\kappa_i$ of the surface normal of its corresponding region. Each edge $e_{ij}$ consists of two weights: $w_d$, based on statistical dissimilarity and $w_p$, based on boundary strength between adjacent nodes $v_i$ and $v_j$. Then, following the standard region merging methods [3], we define a region merging predicate as:

$$P_{ij} = \begin{cases} 
\text{true}, & \text{if (a) } \kappa_i > \kappa_p \text{ and (b) } w_d(v_i,v_j) < \theta_d \text{ and } w_p(v_i,v_j) < \theta_p \text{ and (c) planar outlier ratio } > \theta_r; \\
\text{false, otherwise.}
\end{cases}
$$

where $\kappa_p$ is the threshold to define the planar property of a region. $\theta_d$ and $\theta_p$ are the thresholds associated with the distance weight $w_d$ and boundary weight $w_p$. $\theta_r$ is the threshold associated with the plane outlier ratio. The details of these thresholds are discussed in the paper. The region merging order sorts the adjacent regions that should be evaluated and merged sequentially.

Our proposed method is called JCSA-RM (joint color-spatial-axial clustering and region merging). We evaluate JCSA-RM on the benchmark image database NYUD2 [5] which consists of 1449 indoor RGB-D images with ground-truth segmentation. We evaluate its performance using five standard benchmarks: (1) Probability Rand Index (PRI); (2) Variation of Information (VoI); (3) Boundary Displacement Error (BDE); (4) Ground Truth Region Covering (GTRC) and (5) Boundary based F-Measure (FBM).

First, we study the sensitivity of JCSA-RM w.r.t. the parameters ($\kappa$, $\theta_d$, $\theta_p$, $\theta_r$). Then, we compare JCSA-RM with several unsupervised RGB-D segmentation methods. Among them, RGB-D extension of OWT-UCM [4] (UCM-RGBD) method is the most competitive method. Results presented (in the paper) show that JCSA-RM performs best in PRI, VoI and GTRC and comparable in BDE and BFM. We compared these two competitive methods based on computation time and observe that JCSA-RM (MATLAB) is $\approx$3 times faster than UCM-RGBD (C++). JCSA-RM is an unsupervised RGB-D image segmentation method. It is comparable with the state of the art methods and it needs less computation time. It opens interesting perspectives to fuse color and geometry in an unsupervised manner. We foresee several possible extensions, such as: more complex image model and clustering with additional features, region merging with additional hypothesis based on color.


Dynamic scene understanding is an essential topic in computer vision. It tries to combine information from tracking, 3D reconstruction, segmentation, motion estimation to infer information about an ever changing 3D environment. While structure from motion for measuring movements in space is well understood on static scenes, the motion estimation of non-static scenes, known as Scene Flow (SF), still pose a challenging problem. This gets even harder if the moving objects are non-rigid. A popular way to estimate SF is to use a calibrated and synchronized multi-view setup and combine traditional Optical Flow (OF) estimation with simultaneous 3D reconstruction [1, 4]. With the recent range sensor developments, such as the Microsoft Kinect or the Intel Gesture Camera, the SF estimation solely from RGB-D data became a popular alternative [2, 3, 5].

In this paper we show a novel method for accurate and robust SF estimation of non-rigid scenes from RGB-D data. This estimation is solved in an dense variational energy minimization formulation

$$\min G_I(I_1, J_2, u) + G_D(D_1, D_2, u) + R(u)$$

based on a multi-scale Ternary Census Transform (TCT) for the intensity data term $G_I$ in combination with a depth data term $G_D$ based on the patch-wise Closest Point (CP) distance, as shown in Figure 1. The motion in our estimation is modeled as direct projection and image warping $W$ in 3D.

In particular, we propose an intensity data term $G_I$ to estimate the scene correspondences given by the TCT on a local neighborhood $N$:

$$G_I(x, u) = \frac{1}{|N| - 1} \sum_{i \neq x} 1 - |C_i(I_2, W(x, u)) - C_i(I_1, x)|,$$

(2)

Where $C$ is the ternary census signature of each patch. This $TCT$ term calculates the intensity difference by an encoding of the illumination invariant local structure. The similarity is calculated by the Hamming distance between the signature patches. The a depth data term $G_D$ is calculated as the patch-wise distance to the CP in 3D, which makes it more robust in low structured regions and in case of acquisition noise:

$$G_D(x, u) = \frac{1}{|N|} \sum_{y \in N(x)} \| X(x) - u(x) - X^*(x) \|_2.$$

(3)

Compared to traditional pointwise constancy terms our method is invariant to most illumination changes, more robust to acquisition noise and delivers better guidance in regions with low structure or low texture. The SF constraints are combined with a higher order regularization term $R$, namely Total Generalized Variation (TGV). The regularizer is weighted and directed by an anisotropic diffusion tensor based on the input data. Because both the intensity as well as the depth data are highly non-convex a simple linearization as in traditional methods is not longer sufficient. We therefore perform a direct second-order Taylor expansion of the pointwise data terms, similar to [6].

The proposed whole variational energy model is efficiently solved based on the primal-dual formulation and is efficiently parallelized to run at high frame rates.

In an extensive evaluation we show the different properties and contributions of the different terms in our model. The applicability of our method to different kinds of camera modalities is shown in Figure 2. Beyond that, we show that the accuracy of our method is superior compared to current SF approaches based on the Middlebury Benchmark, as shown in Table 1. Our method handles scenes with low texture or low structure and is robust to illumination changes. It can cope with smooth flow transitions, which occur at rotations or non-rigid movements, while sharp boundaries of the flow field are preserved.
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Context. Estimating the pose of objects is a classical problem in vision. It aims at predicting a discrete or continuous viewpoint. Recent top performing methods for viewpoint estimation use 3D information. These 3D annotations are expensive and not really available for many classes.

What does this paper demonstrate. We show that a very simple 2D architecture (in the sense that it does not make any assumption or reasoning about the 3D information of the object) generally used for object classification, if properly adapted to the specific task, can provide top performance also for pose estimation. More specifically, we demonstrate how a 1-vs-all classification framework based on a Fisher Vector (FV) [1] pyramid or convolutional neural network (CNN) based features [2] can be used for pose estimation. In addition, suppressing neighboring viewpoints during training seems key to get good results.

The pipeline. Our method takes as input a detection bounding box, extracts features and assigns to the bounding box a pose. The estimation of the pose is done with a one-vs-all classifier of a discrete set of viewpoints.

– Detection: we use the deformable part models (DPM). We train our viewpoint estimation on the detected objects.

– Feature Extraction: we extract dense SIFT descriptors from the output of the detector. They are enriched by augmenting the location of the patch centre with respect to the upper-left corner of the bounding box, normalized by its size.


– Learning: we consider each viewpoint as a different class. In this scenario an important difference with a standard 1-vs-all multiclass problem is that nearby viewpoints are generally visually very correlated. In the experimental results we show that eliminating nearby poses from negative samples always improves the viewpoint estimation. We call this procedure neighboring viewpoint suppression or briefly nv-suppression.

Experimental Evaluation. We evaluated our method on four datasets: Annotated faces-in-the-wild (AFW), EPFL multi-view car dataset, PAS-CAL3D+ and 3DObject dataset.

In table 1, we evaluate the performance of different features and encodings. We clearly notice that Bag-of-Words (BoW) representation is the poorest method for pose representation. The best representation on both datasets is fisher with spatial pyramid smp. Also embedding spatial information in the low-level (sift+loc) is still advantageous. Finally, CNN-based features, decaf, performs quite good as well, especially considering their much lower dimensionality.

Table 1: An evaluation with training and testing data from output of detector on the EPFL car dataset and AFW faces dataset. MPPE is computed as the average of the diagonal of the confusion matrix. FVP±15 is the fraction of faces that are within ±15 degrees error interval, counting missed detections as infinite error.

Figure 1: Viewpoint estimation in terms of MPPE, FVP(±15), mean AVP (Average Viewpoint Precision) and MPPE for EPFL, AFW, PASCAL3D+ and 3DObject datasets respectively.

Comparison with state-of-the-art. Figure 2 shows the results of our methods and the current state-of-the-art on four datasets.

Conclusion. Through an extensive evaluation we can clearly see that for the fine-grained task of pose estimation, in contrast to common believe, the very simple framework based on the extraction of modern features (decaf) or in combination with modern encodings (fisher+spm) can in most of the cases get similar results as the 3D methods previously proposed and designed specifically for the problem of pose estimation.
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Atlas-based segmentation describes a class of methods based on the registration of an annotated representative volume to a target one. When a single atlas is used a segmentation of the target image is obtained by warping the annotations using the deformation field found by the registration process. Recently, it has been shown that performing multiple such registrations allows for much improved results comparing to the single atlas case. In Multi Atlas segmentation the target image annotations are produced by fusing the multiple hypotheses either in a local [2, 4] or a global [1] fashion. In most methods, the segmentation problem is solved in two discrete steps and registration is merely seen as a fixed preprocessing step.

In this paper, we aim to couple the registration and segmentation problem through a unified formulation for multi-atlas segmentation. Registration terms seek optimal visual correspondences between atlases and target volumes while imposing smoothness. Segmentation terms seek voxel-wise consensus on the labeling of the target with respect to the deformed segmentation maps. Prior per voxel probabilities, produced by voxel-wise consensus on the labeling of the target with respect to the deformation fields produced merely by good matchings. In addition, classical label fusion methods are outperformed by the annotations produced by our method.

To encourage agreement between the estimated segmentation and the warped segmentation we penalize control point displacements of grid $G_p$ that result in the warped segmentation mask corresponding to atlas $i$ not agreeing with our final segmentation:

$$ f^C_{pq}(p_i^q, t_i^q) = \int_\Omega \delta_{pq}(x)\delta_{pq}(x)\rho(A_i \circ D^\mu_l, I(x))Ind(S_i \circ D^\nu_q, t_i^q)dx $$

where $p_i$ belongs to the grid $G_p$ and $q_i$ belongs to $G_q$. Ind$(x, y) = 1$ except from Ind$(x, x) = 0$.

\textbf{Validation}. Comparing to independent pairwise registrations, our method is shown to increase registration quality in terms of overlap and harmonic energy. In addition, consensus between hypotheses is enforced leading to more concordant pairwise registrations, rejecting aggressive deformation fields produced merely by good matchings. In addition, classical label fusion methods are outperformed by the annotations produced by our method.
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We address the problem of Foreground/Background (fg/bg) segmentation of "unconstrained" video. By "unconstrained" we mean that the moving objects and the background scene may be highly non-rigid (e.g., waves in the sea); the camera may undergo a complex motion with 3D parallax; moving objects may suffer from motion blur, large scale and illumination changes, etc. Fig. 1 shows a few such examples. Most existing segmentation methods fail on such unconstrained videos, especially in the presence of highly non-rigid motion and low resolution. Unconstrained video has thus become the focus of most recent video segmentation methods [5, 6, 9, 13].

In this paper, we suggest a simple yet general algorithm for performing fg/bg video segmentation, which handles complex unconstrained videos. We cast the video segmentation problem as a voting scheme on the graph of similar (“re-occurring”) regions in the video sequence. ‘Re-occurring’ regions can be quite far both in space and in time, but are constrained to be close in the appearance feature space. We start from crude saliency votes at each pixel, and iteratively correct those votes by “consensus voting” of re-occurring regions across the video sequence. The power of our consensus voting comes from the non-locality of the region re-occurrence, both in space and in time — enabling fast propagation of diverse and rich information across the entire video sequence. This enables the correction of large errors in the initial fg/bg votes.

In contrast to trajectory-based methods [1, 2, 3, 4, 7, 8, 10, 11], we do not try to explicitly estimate long-term correspondences via flow estimation or tracking, but rather obtain long-term “probabilistic” correspondences using re-occurring regions across distant frames. This avoids the inherent uncertainties of explicit optical flow estimation, whose errors tend to accumulate over time. Similarly, MRF-based video segmentation methods [5, 6, 9, 13] tend to propagate information only locally in space-time. Their temporal links are based on optical-flow, whose rapidly accumulated errors induce weak (often zero) weights between related parts in faraway frames. The segmentation performance of video-MRF methods thus strongly depends on the quality of their initial fg/bg data term. However, fg/bg initializations tend to be very noisy, whether based on mining moving object proposals [5, 6, 13], or based on motion saliency maps [9] (especially in unconstrained low-quality videos). Therefore, current video segmentation methods encounter difficulties in such challenging videos. In contrast, our non-local consensus voting allows us to start with very ‘noisy’ fg/bg votes, and clean them rapidly according to ‘consensus voting’ of distant re-occurring regions.

Qualitative and quantitative experiments indicate that our approach outperforms current state-of-the-art methods. Some visual examples can be found in Fig. 2. Full videos can be found on our project website www.wisdom.weizmann.ac.il/~vision/NonLocalVideoSegmentation.html. Empirical comparisons on the SegTrack Dataset [12] can be found in the paper.

Figure 1: A unified approach to foreground/background video segmentation in unconstrained videos. Our algorithm can handle in a single framework video sequences which contain highly non-rigid foreground and background motions, complex 3D parallax as well as simple 2D motions and severe motion blur.

Figure 2: Visual comparison of results. Visual comparisons to [9, 13] using their publicly available code. The 3 first sequences are from the SegTrack dataset and the rest are new challenging sequences. For ‘Bmx’ and ‘Salta’, we show results of [13] using object selection without Grab-Cut (whereas for all other sequences with Grab-Cut), since these settings gave best results for [13]. See full videos on our Project Website (link in the text).

Pose estimation for object classes is central in many Computer Vision tasks. Many approaches have been proposed to estimate the pose of an unknown object from a given category, and those based on local features have shown to be very effective. While some use 3D information obtained through CAD models [4] or 3D reconstructions [2], others have shown that coupling feature regression and view labeling efficiently solves this task [1, 5]. However, they rely solely on the discriminative power of local features, and this is problematic if objects have similar appearance in different views, as Figure 1 shows. To handle these situations they need to resort to external coarse-grained pose estimators for disambiguation.

We propose a method that solves this problem by integrating feature regression and graph matching in a unified probabilistic framework. The former predicts the descriptor of each patch in a query pose, while the latter evaluates the geometrical consistency between pairs of matches. As a consequence, our approach does not resort to external coarse-grained pose estimators for disambiguation.

Feature regression allows to treat pose estimation as a continuous problem, unlike most methods that provide only discrete values for the pose [3, 4]. Graph matching permits to softly align the unknown object to the class model, bringing additional consistency and precision to the solution. In a nutshell, our method retains the benefits of regression-based methods, like continuity and generality, while favoring geometrically consistent results through graph matching.

Our feature regression method leverages [1]. Regression functions model feature descriptors as a function of the pose. Given a patch \(i\), \(i'\) = \{(f_1, \alpha_1), (f_2, \alpha_2), \ldots, (f_n, \alpha_n)\}, i.e., \(i'\) is a set of feature descriptors \(f_i\) labelled by their corresponding viewing angle \(\alpha_i\). For each \(i'\), a generative feature model \(F^i(\alpha)\) is defined as a linear combination of Gaussian kernels centered at the training poses,

\[
F^i(\alpha) = \sum_{j=1}^n G(\alpha, \alpha_j) \mathbf{w}_j,
\]

where \(\mathbf{w}_j\) are estimated from \(\alpha_j\), and \(G\) measures the distance between two viewing angles. The class model is built by grouping all tracks from all class instances on the basis of their similarity in descriptor and pose space through spectral clustering.

At run time, query features are matched against a set of model representatives, which are the cluster centers in descriptor space. The nearest neighbor matching in [1] is prone to ambiguities occurring with similar views. Graph matching permits to favor geometrically consistent poses by exploiting the inherent spatial ordering of the features.

According to the graph matching paradigm, each feature set is interpreted as an attributed graph defined by \(G = (V, E, A)\), where \(V\) is the set of vertices, \(E\) is the set of edges and \(A\) is an attribute matrix. We consider all test features as nodes of the test graph \(G\) and a subset of the model features as nodes of the model graph \(G'\). Each entry \(A_{mn}\) represents some relationship between vertices \(m, n \in V\). We defined \(A_{mn} = f_{mn}\), where \(f_m\) is the feature descriptor, and \(A_{mn} = (\alpha_{mn}, r_{mn})\), where \(\alpha_{mn}\) is the angle between the x-axis and the directed segment \(f_{mn}\) connecting the locations of features \(f_m, f_n\), \(r_{mn}\) is the length of \(f_{mn}\) and \(A_{mn}'\) is similarly defined.

We search for a mapping \(M = \{(m, m')\} \in M\) of the vertices that best respects the original attributes by maximizing the score

\[
S = \sum_{(m,m') \in M} g(A_{mn}, A_{mn}'),
\]

where \(g\) evaluates the attribute similarity. If \(M\) is expressed as a binary vector \(x\), such that \(x_{mn} = 1\) if \((m, m') \in M\), the problem is

\[
x^* = \arg \max_x S = \arg \max_x \mathbf{x}^T \mathbf{W} x, \quad \text{s.t. } x_{mn} \in \{0, 1\} \text{ and } \mathbf{C} x = \mathbf{b},
\]

where \(\mathbf{W}\) is a matrix such that \(W_{mn,m'n'} = g(A_{mn}, A_{mn}')\). \(\mathbf{C} x = \mathbf{b}\) is a set of linear constraints that may be imposed on the solution. Diagonal entries in \(\mathbf{W}\) are defined in terms of the descriptor distance, so that a high entry is assigned to feature pairs close in descriptor space; off-diagonal entries are defined in terms of the absolute angular distance and the Euclidean distance ratio of the corresponding segments. Therefore, a high entry is assigned to feature pairs whose locations are geometrically consistent in orientation and distance.

By relaxing the integer quadratic problem, the solution \(x^*\) is the principal eigenvector of \(\mathbf{W}\). As \(\mathbf{W}\) has only non-negative entries, all entries in \(x^*\) are in \([0, 1]\), and the solution can be interpreted in probabilistic terms.

If \(p(\alpha, c) = p(\alpha, f, c)\), \(p(c|f)\) expresses the likelihood of observing feature \(f\) from viewpoint \(\alpha\) and \(c\) being the correct match (\(f \sim c\)), then the best pose and matching for the query feature set \(F = \{f\}_{q=1}^Q\) and model set \(C = \{c\}_{r=1}^R\) is

\[
(\alpha^*, c^*) = \arg \max_{(\alpha, c)} \sum_{(q,r):f \sim c} p(\alpha|f_q, c_r)p(c_r|f_q),
\]

where \(p(\alpha|f, c)\) is expressed in terms of the generative feature model and \(p(c|f)\) in terms of the graph matching results. As \([x] = 1\) and \(x_{rs} \in [0, 1]\), the square of each score can be interpreted as a probability.

<table>
<thead>
<tr>
<th>Method</th>
<th>MAE [°] (90th percentile)</th>
<th>MAE [°]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ozysyal et al.</td>
<td>46.48</td>
<td></td>
</tr>
<tr>
<td>Torki et al.</td>
<td>33.98</td>
<td></td>
</tr>
<tr>
<td>Fenzi et al.</td>
<td>31.27</td>
<td></td>
</tr>
<tr>
<td>Ours</td>
<td>23.38</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: EPFL dataset [3].

Experiments on two car datasets show that our approach outperforms state-of-the-art algorithms by 25%, as Table 1 shows. Even when the pose classifier is almost perfect, our method not only recovers the correct orientation over the whole pose range, instead of the smaller correct interval given by the classifier, but it is also more accurate.

The increase in performance is due to the higher capability of our algorithm to solve view-problematic situations as well as to an overall additional accuracy given by the introduction of geometric context in the process.


The problem, generic objectness proposal, aims to reduce the candidate windows for object detection tasks. The popular evaluation criterion for related methods is detection-rate/windows-amount(DR/#WIN), where DR is the percentage of groundtruth objects covered by proposal windows. An object is considered “covered” by a window only if the strict PASCAL-overall criterion [3] is satisfied (the intersection of a proposal window and the object rectangle is not smaller than half of their union, so we call it “0.5-criterion” for short). Under the DR/#WIN evaluation framework, BING [2] in CVPR2014, obtains the best performance on the VOC2007 test set. It recalls 96.2% objects with only 1,000 proposal windows. The more surprising is the method is totally a realtime one.

The authors of BING suggest that, after being resized to a fixed size (8 × 8), almost all annotated rectangle regions share a common characteristic in gradients [2]. This commonness is captured by a template W learned from training images with a linear SVM. Besides this, the subtle differences between diverse width/height configurations are captured in a re-weighting model. Therefore BING consists of two stages: calculating W in stage I, and learning the re-weighting model in stage II. Furthermore, BING uses smart bitwise operations to calculate the inner product of W and candidate windows, so to improve the efficiency.

We designed several templates by hands to substitute these templates do not have as strong significance as suggested in [2]. These templates become less important, whether templates play a key role in BING. These templates are very close, see Fig.1.a. Next we discarded any templates and directly employed the trained model RAND-SCORE. Surprisingly, the performance of RAND-SCORE is even very close to BING, as shown in Fig.1.b. It is clear that these templates do not have as strong significance as suggested in [2]. Then what on earth makes BING performing so well?

To get the deep insight, we finished a theoretical analysis from the view of combinatorial geometry. We try to construct a small set of windows to “cover” all legal rectangles (we call it a cover set of training images, and its performance on test images; (b) cover set of test images, and its performance on training images; (c) cover set of all images, and its performance on two sets respectively; (d) comparison of hybrid scheme with other methods.

In our experiments, our greedy scheme performs considerably well: all full cover sets are reduced to about 1,000 windows, and the first windows have 0.3+ DR’s in all experiments. In most time, the DR’s of our hybrid scheme are higher than OBN and CSVM, and close to SEL and BING. It recalls 95.68% objects with 1000 proposal windows. Especially, its DR’s are 13.99% ∼ 40.29% (relatively) higher than all other methods in average on the first ten windows. At last, the time consumptions are all nearly zero because the major computations are to resize proposal windows for specific images.

To sum up, what can we benefit from the two schemes for object detection researches? We argue it needs a bigger picture to answer this question because it depends on whether the 0.5-criterion is effective and objective. If the 0.5-criterion is still adopted in future, the baseline should be RAND-SCORE or our hybrid scheme instead of random guesses. Both of them bring more challenges to future researches.

Figure 1: Experiments on templates in BING: (a) four learned/hand-tuned templates and their performances. (b) performance of RAND-SCORE.

Figure 2: Performance of greedy scheme and hybrid scheme: (a) cover set of training images, and its performance on test images; (b) cover set of test images, and its performance on training images; (c) cover set of all images, and its performance on two sets respectively; (d) comparison of hybrid scheme with other methods.
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Object detection is traditionally instantiated in the well known “sliding window” paradigm where a classifier is evaluated over an exhaustive list of positions, scales, and aspect ratios. This approach evaluates the classifier at about $10^6$ different locations. To alleviate computation pressure by avoiding exhaustive search, recent detectors delegate the selection of candidate detections to a pre-processing step. If these class-agnostic candidate detectors can achieve high recall with $\sim 10^5$ or less windows, significant speed-ups can be achieved, enabling the use of more sophisticated classifiers.

Current top performing Pascal VOC object detectors employ detection proposals to guide the search for objects, thereby avoiding exhaustive sliding window search across images. Despite the popularity of detection proposals, it is unclear which trade-offs are made when using them during object detection. We provide an in depth analysis of ten object proposal methods (from 2009 to 2014) along with four baselines regarding: a) ground truth annotation recall (on Pascal VOC 2007 and ImageNet 2013), b) repeatability, and c) impact on DPM detector performance. See table 1. Our findings show common weaknesses of existing methods, and provide insights for practitioners seeking to choose the most adequate method for their application.

**Repeatability** We introduce the notion of repeatability which captures how much a detection proposal method is affected by different image perturbations. For this analysis we compute how well a method repeats the selection of candidates after applying an image transformation (see figure 2 for perturbation examples). We argue that repeatability is important when a detector uses candidate detection for negative mining, as it requires the distribution of negative windows to be very similar between training and test set. Our results indicate that repeatability seems to be an issue for most methods. Even very small changes cause most methods to have a strong drop in repeatability.

**Recall** Different papers evaluate based on recall at different operating points. We give a full picture evaluation regarding recall of ground-truth bounding boxes, and establish common ground for a proper comparison between different methods. To this end we analyse the recall as a function of both the number of candidates and the localisation quality. Recall is important because objects lost by the proposal method will not be recovered by the detector. Our results show that a handful of methods dominate quality in multiple settings (see figure 3). The ImageNet experiments show that, despite being tuned on Pascal VOC, current proposal methods have excellent generalization towards the larger ($10^5 \times$) set of ImageNet classes, indicating that they are true “objectness” measures.

**Detection** Finally, we do experiments regarding the effect of selective search over detection quality. As an initial approach, we filter the detections of a pre-trained DPM detector method using different proposal methods, to emulate having done the detections directly from these windows. Results show that detection quality is directly related to the accuracy and recall level of the underlying detection proposals method.

Our paper provide detailed result curves and tables, summarising more than 500 experiments over different data sets, totalling to more than 2.5 months of CPU computation.

---

**Table 1:** Overview of detection proposal methods.  
Time is in seconds. Repeatability, quality, and detection rankings are provided as rough qualitative overview; “-” indicates no data, “-·-” *,” “·-” **,” “·-·” *** indicate progressively better results. See paper’s text for details and quantitative evaluations.

<table>
<thead>
<tr>
<th>Method</th>
<th>Time</th>
<th>Repeatability</th>
<th>Recall</th>
<th>Detection</th>
</tr>
</thead>
<tbody>
<tr>
<td>Objectness</td>
<td>0</td>
<td>-</td>
<td>*</td>
<td>-</td>
</tr>
<tr>
<td>CPMC</td>
<td>250</td>
<td>-</td>
<td>**</td>
<td>*</td>
</tr>
<tr>
<td>Endres2010</td>
<td>E</td>
<td>100</td>
<td>-</td>
<td>**</td>
</tr>
<tr>
<td>Sel.Search</td>
<td>SS</td>
<td>10</td>
<td>**</td>
<td>**</td>
</tr>
<tr>
<td>Rahtu2011</td>
<td>R1</td>
<td>3</td>
<td>-</td>
<td>*</td>
</tr>
<tr>
<td>Rand.Prim</td>
<td>RF</td>
<td>1</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>Bing</td>
<td>B</td>
<td>0.2</td>
<td>***</td>
<td>*</td>
</tr>
<tr>
<td>MCG</td>
<td>M</td>
<td>30</td>
<td>*</td>
<td>***</td>
</tr>
<tr>
<td>Ranta.2014</td>
<td>R4</td>
<td>10</td>
<td>**</td>
<td>-</td>
</tr>
<tr>
<td>EdgeBoxes</td>
<td>EB</td>
<td>0.3</td>
<td>***</td>
<td>***</td>
</tr>
<tr>
<td>Uniform</td>
<td>U</td>
<td>0</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Gaussian</td>
<td>G</td>
<td>0</td>
<td>-</td>
<td>*</td>
</tr>
<tr>
<td>SlidingWindow</td>
<td>SW</td>
<td>0</td>
<td>***</td>
<td>-</td>
</tr>
<tr>
<td>Superpixels</td>
<td>SP</td>
<td>1</td>
<td>*</td>
<td>-</td>
</tr>
</tbody>
</table>
Part Context Learning for Visual Tracking

Context information is widely used in computer vision for tracking arbitrary objects[1, 3, 4]. Global context cannot deal with the object deformation problem, while the local part context interactions are relatively stable. When the target appearance changes gradually, the intrinsic property of internal interaction between the parts inside object and context interaction between object and background are relatively stable in spatio-temporal 3D space of tracking.

To explore the structure property and stable relationship for overcoming complex environments, we propose a novel part context tracker. The Part Context Tracker (PCT) consists of an appearance model, an internal relation model and an context relation model. The internal relation model formulates the temporal relations of the object itself or the in-object parts themselves and the spatio-temporal relations between the object and in-object parts. The context relation model constructs the spatio-temporal relations between the in-object parts and the context parts and the temporal relations of the context parts themselves. Hence the physical properties and the appearance information are considered in the optimization process through parts and relations. The contributions are as follows:

(1) We first propose a unified context framework which formulates the single object tracking as a part context learning problem.

(2) The in-object parts and context parts are selected so that we not only pay attention to the appearance of object, but also focus on the relations among the object, the in-object parts and the context parts.

(3) A simple yet robust update strategy using median filter is utilized, thereby enabling the tracker to deal with appearance change effectively and alleviate the drift problem.

Our framework not only models the object with in-object parts, but also incorporates the interaction between the object and background with context parts. The deformable configuration [2, 5] together with the temporal structure of these parts are also considered in.

In Fig. 1, with the object bounding box as the root $R$, the in-object parts $I$ are defined as the parts selected inside $R$, which covers part of the object appearance. The context parts $C$ are selected from the overlapping area between the object and the background. For a target with $K$ in-object parts and $M$ context parts, the configuration is denoted as $B = (B_0, B_1, \ldots, B_K, B_{K+1}, \ldots, B_{K+M})$. Where $B_0$ stands for the target bounding box $R$, $(B_1, \ldots, B_K) \in I$ are the $K$ in-object part boxes, and $(B_{K+1}, \ldots, B_{K+M})$ are the $M$ context part boxes. The corresponding features of the root and parts are represented as $X = (x_0, \ldots, x_K, x_{K+1}, \ldots, x_{K+M})$. In a word, our framework models the object with three components:

$$M = M_a + M_t + M_c,$$  

where $M_a$, $M_t$ and $M_c$ are the appearance model, the internal relation model and the context relation model respectively.

For online tracking, an appearance model is essential. It represents the intrinsic property of one object or the discriminative information between the object and background. To better mine the information, we factorize the appearance model $M_a$ as Eq. (1):

$$M_a = A_R + A_t + A_C$$

where $A_R$, $A_t$ and $A_C$ are the global root appearance model, in-object parts appearance model and context parts model separately.

In addition to the appearance model, all spatio-temporal relative stable relations between the object and its corresponding parts frame-to-frame should be utilized in tracking. Therefore we design the internal relation model to formulate the interactions between root and the in-object parts, which includes the spatial constrains and the temporal constrains between them, we define $M_t$ as:

$$M_t = S_I + E_R + E_t$$

where $S_I$, $E_R$, and $E_t$ are spatial relation between root and in-object parts, temporal relation between root and their historical root, and temporal relation between in-object parts and their historical information respectively.

Except internal relations inside the object, some information in latent intersection area between the object and background is neglected by previous works, such as the partial contour and the object are consensus in motion. To make full use of the information, we formulate the context relation model to express the interactions between root and the context parts, which also includes the spatial and temporal constrains between them. Similar to Eq. (3), we describe the context relation model mathematically as:

$$M_c = S_c + S_{C_I} + E_C$$

where $S_c$, $S_{C_I}$ and $E_c$ denote spatial relation between root and context parts, spatial relation between in-object parts and context parts, and temporal relation between context parts and their historical information.

Implementation of this method by model definition is described in the paper, as are the details of the model optimization in inference and learning. Our conclusion is that one tracker consists of an appearance model, an internal relation model and an context relation model in a maximum margin structured learning framework, which is robust to certain conditions of occlusion, illumination and out-of-view.


An event camera is a silicon retina which outputs not a sequence of video frames like a standard camera, but a stream of asynchronous spikes, each with pixel location, sign and precise timing, indicating when individual pixels record a threshold log intensity change (positive or negative). By encoding only image change, it offers the potential to transmit the information in a standard video but at vastly reduced bitrate, and with huge added advantages of very high dynamic range and temporal resolution.

In this paper, we show for the first time that an event stream from an event camera (e.g. Figure 1(b)), with no additional sensing, can be used to track accurate camera rotation while building a persistent and high quality mosaic of a scene (e.g. Figure 1(d)) which is super-resolution accurate and has high dynamic range; we use the first commercial event camera [1] (Figure 1(a)). Our method involves parallel camera rotation tracking and template reconstruction from estimated gradients (e.g. Figure 1(c)), both operating on an event-by-event basis and based on probabilistic filtering.

In our particle filter based tracking, the posterior density function at time $t$ is represented by $N$ particles, each of which is a set consisting of a hypothesis of the current state $p_i^c(t) \in \text{SO}(3)$ and a normalised weight $w_i^c(t)$. As a new event is received, all particles are perturbed based on a constant position motion model; we perturb the current $\text{SO}(3)$ vector on the tangent plane with Gaussian noise independently in all three axes and reproject it onto the $\text{SO}(3)$ unit sphere to obtain the corresponding predicted rotation. The noise is the predicted change the current rotation might have undergone since the previous event was generated. The weights of these perturbed particles are then updated through the measurement update step which applies Bayes rule to each particle and normalised subsequently. A measurement given an event, the current state $p_i^c(t)$ and the previous state $p_i^c(t-\tau_c)$, where $\tau_c$ is the time elapsed since the previous event at a specific pixel, is a log intensity difference between the corresponding intensity map positions which is to be used to calculate the likelihood for each particle, essentially asking "how likely was this event relative to our mosaic given a particular hypothesis of camera pose?". For the next measurement update and the reconstruction step, a particle mean pose is saved for each pixel.

We now turn to incrementally improving an estimate of the intensity mosaic. This takes two steps; pixel-wise incremental Extended Kalman Filter (EKF) estimation of the log gradient at each template pixel, and interleaved Poisson reconstruction to recover absolute log intensity. Each pixel of the gradient map has an independent gradient estimate and covariance matrix. Now, we want to improve a gradient estimate based on a new incoming event and a tracking result using the pixel-wise EKF. Assuming, based on the rapidity of events, that the gradient $g$ in the template and the camera velocity $v$ can be considered locally constant, we now say $(g \cdot v)\tau_c$ is the amount of log grey level change that has happened since the last event. Therefore, if we have an event camera where log intensity change $C$ should trigger an event, the brightness constancy tells us $g^c \cdot v^c \tau_c = \pm C$ which leads to a measurement $z^c(t) = \frac{1}{\tau_c}$ and its measurement model $h(t) = \frac{C}{\tau_c}$, $\text{Log}$ gradient estimate and the uncertainty covariance matrix are then updated using the standard EKF equations. Essentially, each new event which lines up with a particular template pixel improves our gradient estimate in the direction parallel to the camera motion over the scene at that pixel while we learn nothing about the gradient in the direction perpendicular to the motion. Finally, we reconstruct the log intensity of the image whose gradients across the whole image domain are close to the estimated gradients in a least squares sense inspired by [2].

We conducted the spherical mosaicing reconstruction in both indoor and outdoor scenes as shown in Figure 2. Also, we show the potential for reconstructing high resolution and dynamic range scenes from very small camera motion as shown in Figure 3.
The goal of template tracking is to estimate the transformation parameters that define the motion of the planar template. Typically, the transformation parameters encode linear transformations based on homographies with 8 degrees of freedom, which allows them to track rigid motions of the template. However, when it comes to tracking surfaces that undergo non-rigid deformations, deformations with higher degrees of freedom must be used.

Most works on deformable template tracking rely on feature points [1, 5, 6, 7, 8]. It follows the traditional algorithm where it detects feature points on the current frame; finds feature point correspondences between the current frame and the template; removes outliers from these correspondences; and, estimate the deformation. However, since deformable models have a higher degrees of freedom, it becomes more difficult to detect outliers. As a result, it requires a longer runtime. Therefore, this paper aims to address the problem of real-time deformable template tracking.

Instead of using tracking-by-detection approaches with feature points, our work focuses on a frame-to-frame tracking approach with a dense pixel arrangement on the template. Hence, to track the template, we use the linear predictor $A$ which establishes a linear relation between the vector of image intensity differences $\delta i$ of a template and the corresponding template transformation parameters $\delta \mu$, which is written as [3]:

$$\delta \mu = A \delta i.$$ (1)

The main benefit of using dense pixel intensities is that a lack of a large number of feature points is compensated by the dense pixel information and, thus, allows tracking of less textured surfaces such as faces.

Up to this work, linear predictors have only been used to handle linear transformations such as homographies to track planar surfaces. In this paper, we introduce a method to learn non-linear template transformations that allow us to track surfaces that undergo non-rigid deformations. These deformations are mathematically modelled using 2D Free Form Deformations (FFD) with cubic B-Splines [2, 4]. It uses control points that are uniformly arranged around the template such that the deformation of the template is modelled by the displacement of the control points. In this way, the transformation parameters in $\delta \mu$ is defined by the displacements of the control points.

Linear predictors are learned using a dataset of $n_{\text{tr}}$ images. Each image is a deformed version of the template, where random motions are induced on its control points. These movements correspond to the change in the parameter vector $\delta \mu$. Using FFD, the location of the sample points are deformed that creates the image intensity differences $\delta i$. Therefore, we can concatenate the vectors from $\{(\delta i_1, \delta \mu_1)\}_{i=1}^{n_{\text{tr}}}$ to construct the matrices $Y = [\delta i_1, \delta i_2, \ldots, \delta i_{n_{\text{tr}}}]$ and $H = [\delta \mu_1, \delta \mu_2, \ldots, \delta \mu_{n_{\text{tr}}}]$ with the relation $Y = AH$, and learn the linear predictor $A$ using [3]:

$$A = YH^\top (HH^\top)^{-1}.$$ (2)

The simplicity of our approach allows us to track deformable surfaces at extremely high speed of approximately 1 ms per frame with a single core of the CPU, which has never been shown before.

To evaluate our algorithm, we perform an extensive analysis of our method’s performance on synthetic and real sequences with different types of surface deformations. In addition, we compare our results from the real sequences to the feature-based tracking-by-detection method [5], and show that the tracking precisions are similar but our method performs 100 times faster.

Our Supplementary Material includes a video that shows quantitative and qualitative results to demonstrate our tracking performance under different deformations and in low-lighting condition as illustrated in Fig. 1.

Figure 1: These images are exemplary examples of tracking a template.
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Figure 1: Assuming that the best classifiers for the previous frames are available, which classifiers should be used in the current frame (bottom right)? $f_2$, $f_3$ or their combination? Also, when the target moves out of view then comes back, which classifiers are the best to be used? This paper tries to solve these problems in object tracking.

Motivation. Most machine learning algorithms can learn from data that are assumed to be drawn from a fixed but unknown distribution. However, this assumption cannot be valid in case of the tracking problem. Traditional machine learning methods applied to the tracking problem, such as tracking-by-detection approaches [1, 2], will fail when there is a “concept drift” in the non-stationary environment, because the function learnt on a fixed sample set previously collected may not reflect the current state of nature due to a change in the underlying environment [3]. In object tracking, the distribution of samples changes a lot due to the deformation of the object and the change of the background. Especially during the transition between different difficulties (sub-problems), such as from occlusion to varying viewpoints, the samples in the two different situations differ significantly. Thus, the separability of features and classifiers used in previous frames will decrease in the new situation as shown in Fig. 1.

Contributions. Our idea is to build a basic classifier for each sub-problem and these basic classifiers learnt from different sample sets are independent from each other. In this paper, by enabling and designing these critical and flexible functions, we propose a new Learn++ method for robust and long-term object tracking, named as LPP tracker. LPP tracker dynamically maintains a set of basic classifiers and long-term object tracking, named as LPP tracker. LPP tracker can be used to adaptively selecting the most suitable classifiers (called the active subset $\Omega_a$) which are trained sequentially without accessing original data but preserving the previously acquired knowledge. The “concept drift” problems can be solved by adaptively selecting the most suitable classifiers (called the active subset $\Omega_a \subset \Omega$) which are corresponding to the non-zero weights $w_f\left(x_i\right)$. Thus, given the samples $x_i$ and their labels $y_i$, the objective function is defined as:

$$w' = \arg \min_{w'} \sum_{f \in \Omega} \sum_{i \in \Omega_a} w_f(x_i, y_i) + \lambda \left\| w' \right\|_0$$  \hspace{1cm} (1)

where $L$ and $\lambda$ are the loss function and regularization parameter, respectively.

By using the classifiers that have yielded good performance in recent $n$ frames or in the same situations, the optimal classifier $f^*$ in the present environment can be fast approximated in a function space linearly spanned by these basic classifiers in the active subset. For each frame, the democratic mechanism can be adopted, where all classifiers should compete with each other to be added into an active subset to suit the present environment. To achieve this goal, four steps are adopted, including re-viving old classifiers, training a new one, resampling and evaluating all of them. Therefore, we obtain the hypothesis:

$$f^* = \sum_{f \in \Omega} w'_f f_i$$  \hspace{1cm} (2)

Results. Our experiments follow the setting in [4] and compare with the results of 9 state-of-the-art methods from this report as well. From Fig. 2(a) and Table 1, we can see that, in total, LPP tracker gains six firsts, two seconds and one fourth by the precision ranking, and it gains three firsts, three seconds and two fourths by the AUC ranking. Further investigations are given in Fig. 3. Struck fails when the target starts to move out of view but LPP tracker tackles all the problems. From Fig. 2(b), we can see that the weights are very sparse and just a few members will be selected for each frame.

Table 1: The precision rankings of 10 tracking methods on challenging sequences. Bold numbers denote the best precision scores.

<table>
<thead>
<tr>
<th>Method</th>
<th>LPP</th>
<th>Struck</th>
<th>VTS</th>
<th>IVT</th>
<th>YTD</th>
<th>MIL</th>
<th>LTP</th>
<th>SemDet</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.560</td>
<td>0.506</td>
<td>0.433</td>
<td>0.479</td>
<td>0.522</td>
<td>0.595</td>
<td>0.608</td>
<td>0.519</td>
</tr>
<tr>
<td>2</td>
<td>0.554</td>
<td>0.540</td>
<td>0.544</td>
<td>0.519</td>
<td>0.488</td>
<td>0.463</td>
<td>0.463</td>
<td>0.463</td>
</tr>
<tr>
<td>3</td>
<td>0.625</td>
<td>0.625</td>
<td>0.625</td>
<td>0.625</td>
<td>0.625</td>
<td>0.625</td>
<td>0.625</td>
<td>0.625</td>
</tr>
<tr>
<td>4</td>
<td>0.448</td>
<td>0.448</td>
<td>0.448</td>
<td>0.448</td>
<td>0.448</td>
<td>0.448</td>
<td>0.448</td>
<td>0.448</td>
</tr>
<tr>
<td>5</td>
<td>0.571</td>
<td>0.571</td>
<td>0.571</td>
<td>0.571</td>
<td>0.571</td>
<td>0.571</td>
<td>0.571</td>
<td>0.571</td>
</tr>
</tbody>
</table>
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Introduction & Motivation: Visual tracking is a highly researched topic in the computer vision community since it has been widely applied in visual surveillance, driver assistant system, and many others. Although much progress has been made in the past decades, designing a practical visual tracking system is still a challenging problem due to numerous challenges in real world.

Very recent efforts have been made to improve this method in terms of both speed and accuracy by using APG algorithm [1] or modeling the similarity between different candidates [6]. The works in [4, 5] point out that the aforementioned methods do not exploit rich and redundant image properties which can be captured compactly with subspace representations. Thus, they propose combining the strength of subspace learning [3] and sparse representation for modeling object appearance. In their work the raw pixel templates used in in [1, 2] are replaced with the orthogonal basis vectors (e.g., PCA basis), and the coefficients for an image are obtained by a least square (LS) method. However, we empirically find that such linear combination of the orthogonal basis vectors sometimes include redundant parts (e.g., background portions), which will interfere with the accuracy of object representation.

We in this paper address this problem by proposing a tracking method based on an L₀ regularized object representation. The L₀ regularized object representation is able to reduce the redundant features while keeping the most important part, thereby facilitating the tracking results.

L₀ Regularized Object Representation: We assume that the target region \( y \in \mathbb{R}^{d \times 1} \) can be represented by an image subspace with corruption,

\[
y = D\alpha + e,
\]

where the columns of \( D \in \mathbb{R}^{d \times n} \) are orthogonal basis vectors of the subspace, \( \alpha \) is the sparse coefficient vector, and \( e \) represents additive errors modeled by a Laplacian noise.

We propose an \( L_0 \) regularized prior to select useful features, which is defined as

\[
\min_{\alpha \in \mathbb{R}^n} \frac{1}{2} \| y - D\alpha - e \|_2^2 + \lambda \| \alpha \|_1 + \gamma \| \alpha \|_0,
\]

where \( D^\top D = I \), \( \| \cdot \|_0 \) denotes the number of non-zero elements, \( \| \cdot \|_2 \) and \( \| \cdot \|_1 \) denote \( L_2 \) and \( L_1 \) norms, respectively, \( \gamma \) and \( \lambda \) are regularization parameters, and \( I \) is an identity matrix. The term \( \| \cdot \|_1 \) is used to reject outliers (e.g., occlusions), while \( \| \cdot \|_0 \) to select the useful features. We note that if we set \( \gamma = 0 \), (2) is reduced to (4).

Analysis on the Effectiveness of \( L_0 \) Representation: The benefit of the \( L_0 \) norm regularized prior is that it is able to reduce the redundant features while keeping the most important part, thereby facilitating the tracking result.

When there are no errors (e.g., occlusion) in the observation \( y \), i.e., \( e \approx 0 \), we can think of \( L_0 \) regularized error metric in general,

\[
\min_{\alpha \in \mathbb{R}^n} \frac{1}{2} \| y - D\alpha - e \|_2^2 + \gamma \| \alpha \|_0,
\]

where \( D^\top D = I \), and the solutions for different \( p \) are given in the following theorem.

**Theorem 1** Assume that \( D \in \mathbb{R}^{d \times d} \) and \( D^\top D = I \). The solution of (3) when \( p = 0 \) is given by

\[
\alpha = H_0(y),
\]

when \( p = 1 \), the solution is

\[
\alpha = S_1(D^\top y),
\]

and when \( p = 2 \), the solution becomes

\[
\alpha = D^\top y / (1 + 2\gamma).
\]

Here \( S_0(x) \) is the hard thresholding operator, which is defined as \( S_0(x) = \max(|x| - \theta, 0) \), and \( H_0(x) \) is a hard thresholding operator, which is defined as \( H_0(x) = x \) if \( x^2 > \theta \) and 0 otherwise.

Based on Theorem 1, we have the following corollary.

**Corollary 1** We assume \( D \) is redundant and contains all possible basis. Let \( w \) denote the non-zero elements of \( D^\top y \). If we set \( \gamma = \frac{1}{2} \min(|w|^2) \), the solution of \( L_0 \) regularized error metric (i.e., (3) when \( p = 0 \) can exactly recover the data \( y \).

Figure 1 shows the tracking results by using LS method [4] (i.e., \( \gamma = 0 \) in (2)), \( L_0 \) and \( L_2 \) norm under the same dictionary \( D \), respectively. We note that using \( L_0 \) regularized method is able to find the good candidate when there exists occlusion, then facilitating the tracking results.
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We present a fully unsupervised approach for the discovery of i) task relevant objects and ii) how these objects have been used. A Task Relevant Object (TRO) is an object, or part of an object, with which a person interacts during task performance. Given egocentric video from multiple operators, the approach can discover objects with which the users interact, both static objects such as a coffee machine as well as movable ones such as a cup. Importantly, we also introduce the term Mode of Interaction (MOI) to refer to the different ways in which TROs are used. Say, a cup can be lifted, washed, or poured into. When harvesting interactions with the same object from multiple operators, common MOIs can be found.

Setup and Dataset: Using a wearable camera and gaze tracker (Mobile Eye-XG from ASL), egocentric video is collected of users performing tasks, along with their gaze in pixel coordinates. Six locations were chosen: kitchen, workspace, laser printer, corridor with a locked door, cardiac gym and weight-lifting machine. The Bristol Egocentric Object Interactions Dataset is publicly available 1. From multiple operators around a common environment, we aim to extract the same TRO, a video snippet

\[ U_i \times I \]

is the interpolated gaze at frame \( i \) around \( \Delta(j) \), and \( \Delta(j) \) is the interpolated gaze at frame \( j \) as gaze information is missing in some frames. The collection of all video snippets \( U_k = \{ u_k^j \} \) shows different ways in which \( TRO_k \) was used.

On average, 16.6 video snippets are extracted for each TRO (\( \sigma = 7.4 \)). We cluster \( U_j \), and represent each cluster by the video snippet \( u_j^k \) closest to the centre of the cluster \( \mu_j \) (i.e. mean snippet), as well as the percentage of snippets within that cluster \( p(MOI_j) \). We vary the threshold \( \lambda \) to accept \( p(MOI_j) \) to produce recall-precision curves. Figure 3 shows an example of the method successfully discovering two MOIs for the ‘socket’.

Figure 2: Discovered TROs. An overview of the locations is shown at the top. Blue dots represent true-positive (19 objs), red dots represent false positive (7 objs) and green dots represent false negative (1 obj).

Figure 3: For the ‘socket’, the two common MOIs (‘switching’, ‘plugging’) are found (left & right). The representative video snippet is shown (up) with the other snippets in the same cluster (below) - only one snippet is incorrectly clustered (shown in red).

**Video Guides:** In addition, the approach enables the automatic generation of help snippets on how objects have been used before. We showcase video help guides using inserts on a pre-recorded video. A suitable video insert (i.e. MOI snippet) is chosen every time a gazed-at object is first recognised. In this assistive mode, we use the real-time texture-minimal scalable detector 2 due to its light-weight computational load that makes it amendable to wearable systems. Figure 4 shows frames from the help videos and a full sequence is available 3. Recall that these inserts are extracted, selected and displayed fully automatically.

Figure 4: In the assistive mode, when a TRO is detected, video snippet is inserted showing the most relevant common MOI based on the object’s current appearance.

\[ \text{http://www.cs.bris.ac.uk/~damen/You-Do-I-Learn} \]

\[ \text{http://www.cs.bris.ac.uk/~damen/MultiObjDetector.htm} \]
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Figure 1: An overview of the locations in the dataset.

**Discovering TROs:** Given a sequence of images \( \{I_1, ..., I_f\} \) collected from multiple operators around a common environment, we aim to extract \( K \) TROs, where each object \( TRO_k \) is represented by the images from the sequence that feature the object of interest. We investigate using appearance, position and attention, and present results using each and a combination of relevant features. For attention, we exploit the high quality and predictive nature of eye gaze fixations.

Results compare k-means clustering to spectral clustering, and propose estimating the optimal number of clusters using the standard Davies-Bouldin (DB) index. Figure 2 shows the best performance for discovering TROs by combining position (relative to a map of the scene) and appearance (HOG features within BoW) over a sliding window \( w = 25 \), using gaze fixations for attention, spectral clustering and estimating the number of clusters using the Davies-Bouldin (DB) index.

**Finding MOIs:** Given consecutive images \( \{I_{i-1}, I_i, I_{i+1}\} \) clustered into the same TRO, a video snippet \( u_f^j \) for TRO \( k \) is defined as

\[ u_f^j = \{ \Psi(I_j, \Delta(j), \omega); \ I_j \in TRO_k; \ j = i + 

\[ \rho \geq 2 \} \] (1)

where \( \Psi \) crops a window of size \( \omega \) from image \( I_j \) around \( \Delta(j) \), and \( \Delta(j) \) is the interpolated gaze at frame \( j \) as gaze information is missing in some frames. The collection of all video snippets \( U_k = \{ u_k^j \} \) shows different ways in which \( TRO_k \) was used.

On average, 16.6 video snippets are extracted for each TRO (\( \sigma = 7.4 \)). We cluster \( U_j \), and represent each cluster by the video snippet \( u_j^k \) closest to the centre of the cluster \( \mu_j \) (i.e. mean snippet), as well as the percentage of
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Figure 3: For the ‘socket’, the two common MOIs (‘switching’, ‘plugging’) are found (left & right). The representative video snippet is shown (up) with the other snippets in the same cluster (below) - only one snippet is incorrectly clustered (shown in red).

**Video Guides:** In addition, the approach enables the automatic generation of help snippets on how objects have been used before. We showcase video help guides using inserts on a pre-recorded video. A suitable video insert (i.e. MOI snippet) is chosen every time a gazed-at object is first recognised. In this assistive mode, we use the real-time texture-minimal scalable detector 2 due to its light-weight computational load that makes it amendable to wearable systems. Figure 4 shows frames from the help videos and a full sequence is available 3. Recall that these inserts are extracted, selected and displayed fully automatically.
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Figure 4: In the assistive mode, when a TRO is detected, video snippet is inserted showing the most relevant common MOI based on the object’s current appearance.
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Figure 1: Cascade hierarchy. Each node is a classifier trained to let through examples of a set of parts (represented as shapes within the node) while filtering out the background class. The set of parts at the node is partitioned and each child is responsible for a subset of them. When an example passes a node classifier, it is evaluated by all of its children.

Poselets [1] have been used in a variety of computer vision tasks, such as detection, segmentation, action classification, pose estimation and action recognition, often achieving state-of-the-art performance. Poselets are part classifiers trained to detect part of a human pose under a given viewpoint. Examples of poselet classifiers are a frontal face, a part of a face and left shoulder, or a hand next to a hip in a side view. Poselet evaluation, however, is computationally intensive as it involves running thousands of scanning window classifiers to detect hundreds of poselet types. We present an algorithm for training a hierarchical cascade of part-based detectors and apply it to speed up poselet evaluation. Our cascade hierarchy leverages common components shared across poselets. We generate a family of cascade hierarchies, including trees that grow logarithmically on the number of poselet classifiers.

Example of our cascade and evaluation algorithm is shown on Figure 1. At each node we train a classifier designed to distinguish between a subset of the parts and the background class. We compute two values at the node: the detection rate (the fraction of positive examples that the node classifier passes) and the retention rate (the fraction of examples the node classifier passes). The detection rate of the cascade is the product of detection rates of the chain of nodes from the root to the leaves, and the computational cost is inversely proportional to the retention rate. Our algorithm finds the cascade structure that minimizes the computational cost while preserving a given target detection rate. Since the space of all possible trees is intractably large, we restrict it using a few simplifying assumptions: (1) the detection rate tradeoff between a node and its children is the same throughout the tree, (2) the number of children is no larger than 4, and (3) the partitioning of a set of parts into K subsets (one for each child) is fixed using a clustering algorithm.

While our algorithm is generic, in the case of HOG-based poselets, our node classifiers are linear SVMs over the HOG features in a horizontal stripe of the input image patch. We pick the stripe that best separates the node parts from the background class. Our design choices allow for efficient and memory-cache friendly classifier.

We use a dynamic programming approach to find the optimal cascade structure in this restricted state space. An example of the classification cascade is shown on Figure 2. We test our system on the PASCAL dataset [2] and show an order of magnitude speedup at less than 1% loss in AP (Figure 3-left). We also show that our algorithm evaluation cost scales logarithmically with the number of poselet classifiers (Figure 3-right).

Figure 2: A classification tree generated by our algorithm for classifying 44 poselets at 90% target detection rate. The thickness of the edges denotes the retention rate of the classifiers. The number of poselet types classified by each node is indicated. Left corner: A zoom on part of the tree. At each node we show the average mask over all classifiers captured by the node, along with the horizontal stripe that was used to classify the node.

Figure 3: Left: Average precision of our classifier (MaxK=4) on the PASCAL 2007 set for the Person category as a function of evaluation speed. We compare against the AP of Downsampling: standard poselet detector with coarser sampling in space and scale; Cascades: independent cascades for each individual poselet; Randcluster: cascade hierarchy with random partition and MaxK=k; cascade hierarchy where each node can have at most k children. Right: Computation time for the same detection rate as a function of the number of poselets.

We propose Regularized Max Pooling (RMP) for image classification. RMP classifies an image (or image region) by extracting feature vectors at multiple subwindows at multiple locations and scales. Unlike Spatial Pyramid Matching where the subwindows are defined purely based on geometric correspondence, RMP accounts for the deformation of discriminative parts. The amount of deformation and the discriminative ability for multiple parts are jointly learned during training.

An RMP model is a collection filters. Each filter is anchored to a specific image subwindow and associated with a set of deformation coefficients. The anchoring subwindows are predetermined at various locations and scales, while the filters and deformation coefficients are learnable parameters of the model. Fig. 1 shows a possible way to define subwindows. To classify a test image, RMP extracts feature vectors for all anchoring subwindows. The classification score of an image is the weighted sum of all filter responses. Each filter yields a set of filter responses, one for each level of deformation. The deformation coefficients are the weights for these filter responses.

Given a set of images \( \{I_i\}_{i=1}^m \) and labels \( \{y_i|y_i \in \{1, \ldots, n\}\}_{i=1}^m \), consider a particular set of geometrically defined subwindows which can encode semantic content of an image at different locations and scales (e.g., Fig 1). Let \( \{I_i\}_{i=1}^m \) denote the set of subwindows for image \( I \). Let \( \phi \) be the feature function of which the input is an image region and the output is a column vector. Let \( D^j \) be the feature matrix computed at location \( j \) for all images and \( K^j \) the corresponding kernel, i.e., \( D^j = \{\phi(I_{1}^j), \ldots, \phi(I_{m}^j)\} \) and \( K^j = (D^j)^T D^j \). The joint kernel for all subwindows is the sum of all kernels: \( K = \sum_{j=1}^m K^j \); this corresponds to concatenating all feature vectors computed at all subwindows. Given the kernel \( K \), we train an Least-Squares SVM and obtain a coefficient vector and bias term \( \alpha, b \). The filter for subwindow \( j \) can be computed as \( w^j = D^j \alpha \).

For a particular subwindow \( j \) and an image \( I \), the regularized maximum score is defined:

\[
\begin{align*}
  f^j(\gamma) &= \max_{\gamma \in \{1, \ldots, m\}} \left\{ (w^j)^T \phi(I^j) - \gamma \text{dist}(I^j, V) \right\}, \\
  \text{dist}(\cdot, \cdot) &= \text{square distance between two regions. The square geometric distance from a region } R' \text{ to a reference region } R \text{ is defined as:} \\
  \text{dist}(R', R) &= \left( \frac{x'-x}{w} \right)^2 + \left( \frac{y'-y}{h} \right)^2 + \log_2 \left( \frac{w'}{w} \right) + \log_2 \left( \frac{h'}{h} \right),
\end{align*}
\]

where \((x,y,w,h)\) and \((x',y',w',h')\) are the center locations, the widths, and the heights of regions \( R \) and \( R' \) respectively. This distance function is asymmetric. It is invariant to the scale of the coordinate system. The last two terms of Eq. (2) measure the scale distance between \( R' \) and \( R \). We use \( \log_2(\cdot) \) to ensure that the scale distance from \( R' \) to \( R \) is the same for the following two cases: (i) \( R' \) is \( k \) times bigger than \( R \); (ii) \( R' \) is \( k \) times smaller than \( R \).

The value of \( f^j(\gamma) \) is the regularized maximum response; it seeks a location with high filter response and low deformation cost w.r.t. to the anchor region \( V \). If \( \gamma = 0 \), \( f^j(\gamma) \) is the maximum filter response. If \( \gamma \) is big, \( \gamma \) \( \text{dist}(V, V) \) will be big except for \( k = j \) where \( \text{dist}(V, V) = 0 \). Thus, for a big \( \gamma \), \( f^j(\gamma) = (w)^T \phi(V) \), which is the filter response of the anchor region.

The right setting for \( \gamma \) depends on the level of deformation of region \( j \) of the semantic class in consideration. Since the deformation level of a region is unknown, we start with an over-complete set of \( \gamma \)'s and learn the tradeoff between deformation and discrimination. For each region \( j \) of an image \( I \), we construct a feature vector by varying the value of \( \gamma \in \{\gamma_0, \ldots, \gamma_k\} \) and compute the regularized maximum response. Let \( F^j \) be the vector of obtained values, i.e., \( F^j = [f^j(\gamma_0), \ldots, f^j(\gamma_k)]^T \). For each image, we obtain a feature matrix by accumulating the filter responses for all regions \( F = [F^1 \cdots F^m] \). Let \( F \) be the feature matrix for image \( I \). We jointly learn the deformation and discriminative ability of all regions by solving the following optimization problem:

\[
\begin{align*}
  \text{minimize } & \sum_{i=1}^m [\text{trace}(S^i F_i) + D - y_i]^2 \\
  \text{s.t. } & s_{lj} \geq 0 \forall l = 1, \ldots, k, \forall j = 1, \ldots, m.
\end{align*}
\]

The above optimizes over a weight matrix \( S \in \mathbb{R}^{k \times m} \) and a bias term \( D \). Each column of \( S \) is a weight vector for a particular region; it learns weights for the regularized maximum responses for different values of \( \gamma \)'s. The weights should be non-negative to emphasize the relative importance of higher filter responses. The objective of the above formulation minimizes the sum of \( L_2 \) losses.

We start with an over-complete set of \( \gamma \)'s and let the algorithm determines the right level of allowable deformation. In our experiments, we use \( y_0 = 0, y_k = \infty, y = 2/10^5 \) for \( l = 2, \ldots, k - 1 \), with \( k = 15 \). The feasible set of \( S \) is suitable for different levels of deformation, including the following two extreme cases:

1. Well-aligned semantic concept. For an image categorization task where the semantic concepts are well aligned, rigid geometric alignment is the right model. In this case, the weight matrix \( S \) could be all zeros except for the last row of all ones (the last row corresponds to \( \gamma = \infty \)).
2. Highly deformed semantic concept. For categorization tasks where the semantic concepts have high level of deformation, geometric correspondence should be ignored. In this case, the weight matrix \( S \) could be all zeros except for the first row of all ones (the first row corresponds to \( \gamma = 0 \)).

This formulation corresponds to a linear program, which can be optimized efficiently using a linear programming solver such as Cplex.

We demonstrate the benefits of RMP in recognizing human actions in still images. RMP outperforms Deformable Part Models and Spatial Pyramid Matching, especially for action classes with high level of deformation. Furthermore, the simplicity and flexibility of RMP allow it to be used with any type of features, including Convolutional Neural Network (CNN) features. Together with CNN features, RMP establishes the new state-of-the-art performance for human action recognition in still images, evaluated on the challenging dataset of PASCAL VOC 2012.
Discriminative Embedding via Image-to-Class Distances

Xiantong Zhen
zhentx@gmail.com

Ling Shao
ling.shao@ieee.org

Feng Zheng
cip12fz@sheffield.ac.uk

Department of Medical Biophysics
The University of Western Ontario
London, ON, Canada

Department of Electronic and Electrical Engineering
The University of Sheffield

Department of Electronic and Electrical Engineering
The University of Sheffield

Image-to-Class (I2C) distance firstly proposed in the naive Bayes nearest neighbour (NBNN) classifier [1, 5, 6] has shown its effectiveness in image classification. However, due to the large number of nearest-neighbour search, I2C-based methods are extremely time-consuming, especially with high-dimensional local features. In this paper, with the aim to improve and speed up I2C-based methods, we propose a novel discriminative embedding method based on I2C for local feature dimensionality reduction. We apply the proposed method to action recognition showing that it can significantly improve I2C-based classifiers.

We apply the proposed method to action recognition showing that it can improve I2C-based classifiers.

We incorporate the I2C distance to propose a novel dimensionality reduction method to embed high-dimensional local features into a discriminative low-dimensional space. The use of the I2C distance benefits, thanks to the use of I2C distances; and 3) provides an efficient closed-form solution for formulating the objective function as an eigenvector decomposition problem.

Our method is applied to action recognition showing that it can significantly improve I2C-based classifiers.

We incorporate the I2C distance to propose a novel dimensionality reduction method to embed high-dimensional local features into a discriminative low-dimensional space. The use of the I2C distance benefits, thanks to the use of I2C distances; and 3) provides an efficient closed-form solution for formulating the objective function as an eigenvector decomposition problem.

The image-to-class (I2C) distance was first defined in the naive Bayes nearest neighbour (NBNN) classifier [1]. The I2C distance is defined as the distance between an image and its nearest neighbour in each class. In this paper, we propose a novel discriminative embedding method based on I2C for local feature dimensionality reduction. We formulate the method as an eigenvector decomposition problem, which is efficient with a closed-form solution.

We aim to find a linear projection $W \in \mathbb{R}^{D \times d}$ to embed the local features into a lower-dimensional space $\mathbb{R}^d$. Unlike the methods in [3], [2],

our aim in the embedded space is to minimize the I2C distances from images to the classes they belong to while simultaneously maximizing the I2C distances to the classes they do not belong to. The objective function we used takes the form as:

$$W^* = \arg \max_W \frac{\text{Tr}(W^T C_N W)}{\text{Tr}(W^T C_P W)}$$

where $\Delta X_P$ is the auxiliary matrix associated with the class (positive class) that image $X_i$ belongs to and $\Delta X_{N_i}$ is the matrix of the negative (positive) class that image $X_i$ does not belong to. Note that, given a dataset, the number of negative classes $N_i$ is the same for all images in the dataset.

We can now seek the embedding $W^*$ to maximize the ratio in Eq. 4. The above equation can be rewritten in terms of covariance matrices as:

$$W^* = \arg \max_W \frac{\text{Tr}(W^T C_N W)}{\text{Tr}(W^T C_P W)}$$

where $C_N = \sum_{i=1}^{N} \Delta X_{N_i} \Delta X_{N_i}^T$ and $C_P = \sum_{i=1}^{N} \Delta X_P \Delta X_P^T$.

It can be seen that maximizing the objective function in Eq. 5 is a well-known eigensystem problem [2]:

$$C_N W = \lambda C_P W$$

The linear projection is composed of $d$ eigenvectors corresponding to the $d$ largest eigenvalues $\lambda_1, \ldots, \lambda_d$. The whole procedure of the embedding is illustrated in Fig 1.

Figure 1: Illustration of the discriminative embedding based on the I2C distance. Action classes are represented by the ellipses in which the rectangles denote local patches from frames (Classes 1, 2 and $c$ represent ‘Boxing’, ‘Handwaving’ and ‘Running’ from the KTH dataset, respectively). The length of the red bars indicates the dimensionality of the local features. The color bars are the I2C distances. $D_i$ is the I2C distance from the action $X$ to class $c$. $\hat{D}_i$ is the I2C distance in the embedded space.
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Transform coding (TC) is an efficient and effective vector quantization approach where the resulting compact representation can be the basis for a more elaborate hierarchical framework for sub-linear approximate search. However, as compared to the state-of-the-art product quantization methods, there is a significant performance gap in terms of matching accuracy. One of the main shortcomings of TC is that the solution for bit allocation relies on an assumption that probability density of each component of the vector can be made identical after normalization. Motivated by this, we propose an optimized transform coding (OTC) such that bit allocation is optimized directly on the binned kernel estimator of each component of the vector. Experiments on public datasets show that our optimized transform coding approach achieves performance comparable to the state-of-the-art product quantization methods, while maintaining learning speed comparable to TC.

Introduction: In the context of general vector quantization, a quantizer encoder $e(\mathbf{x})$ is a real-valued function $E : \mathbb{R}^D \rightarrow \mathcal{I}$ characterized by the region it induces on the input space, $\mathcal{R}_x = \{ \mathbf{x} \in \mathbb{R}^D : e(\mathbf{x}) = i \}$ and $\bigcup_{i=1}^{L} \mathcal{R}_x(i) = \mathbb{R}^D$ where $\mathcal{I} = \{1, \cdots, L\}$ and $\mathbf{x}$ is an input vector. The decoder $d(i)$ is a real-valued function $D : \mathcal{I} \rightarrow \mathbb{R}^D$ characterized by the codebook $\mathcal{C} = \{ i \in \mathcal{I} : d(i) = y \} \subset \mathbb{R}^D$. The mean distortion error of the given quantization level $L$ (MDE) of the quantization is given as:

$$MDE(L) = \sum_{i=1}^{L} \mathcal{R}_x(i) f(\mathbf{x}) \text{Dist}(\mathbf{x}, d(e(\mathbf{x}))) d\mathbf{x}$$

(1)

where $f$ is an estimated probability density function of multi-dimensional vector $\mathbf{x}$ and $\text{Dist}(\mathbf{x}, \mathbf{x'})$ is a distortion error between $\mathbf{x}$ and $\mathbf{x'}$.

In general, to find the optimal set of region $\mathcal{R}_x$, the codebook $\mathcal{C}$, and the given quantization level $L$, minimum-distortion quantizer aims to minimize mean distortion error (MDE) as follows:

$$\left( \mathcal{R}_x^{opt}, \mathcal{C}^{opt} \right) = \arg \min_{\mathcal{R}_x, \mathcal{C}} MDE(L)$$

(2)

Although design of such a scalar quantizer to satisfy the minimum distortion criterion is well understood, vector quantization is still an open problem. For instance, it can be challenging to obtain sufficient sample data to characterize $f(\mathbf{x})$. Moreover, solving Eq. (2) is computationally expensive in high dimensions.

However, if $p(\mathbf{x})$ is independent in its components (dimensions), and the metric is of the form given as:

$$\text{Dist}(\mathbf{x}, \mathbf{x'}) = \sum_{k=1}^{D} \text{dist}(x_k, x'_k),$$

(3)

where $D$ is a dimension of $\mathbf{x}$, $x_k$ is the $k^{th}$ component of $\mathbf{x}$, and $\text{dist}(x_k, x'_k)$ is a distance metric between $x_k$ and $x'_k$. We can obtain a minimum distortion quantizer by forming the Cartesian product of the independently quantized components. That is, the vector quantization encoder can be of a form, $e(\mathbf{x}) = [e_1(x_1), \cdots, e_D(x_D)]^T$. In the original PQ [4, 5], $D$ dimensional space is divided into $M$ sub-spaces (typical $M = 8$) to form given as:

$$e(\mathbf{x}) = [e_{1-k}(x_{1-k}), \cdots, e_{K+1-8k}(x_{K+1-8k})]^T$$

where $K = D/M$. (4)

However, each component is not independent in practice. Therefore, TC [1] and OPQ [2] aim to minimize inter-component dependencies using the principal component analysis (PCA) and show great success over the original PQ [4, 5]. After minimizing the inter-component statistical dependencies using PCA, the quantizer design problem reduces to a set of $M$ number of independent $K$ dimensional problems. In TC, $K = 1$ and $M = D$. The major difference between OPQ and TC lies in the bit-allocation approach used in each method. The key difference is that OPQ assigns the same number of bits per sub-space, while TC assigns a different number of bits per sub-space. Therefore OPQ finds the best combination of components for each sub-space while maintaining the same number of bits for each sub-space while TC finds the number of bits suitable for each sub-space.

In the context of TC, each quantizing encoder $e_k$ at the $k^{th}$ dimension is designed independently for every $1 \leq k \leq D$ to minimize the expected distortion given as:

$$MDE_k(L_k) = \sum_{i=1}^{L} \mathcal{R}_x(i) f(\mathbf{c}_k) \text{dist}(\mathbf{c}_k, \mathbf{d}_k(e(\mathbf{c}_k))) d\mathbf{c}_k.$$  

(5)

where $\mathbf{c}_k$ is PCA coefficient after projection of $\mathbf{x}$ to PCA subspace $k$.

Therefore, a vector quantization using $B$-bits code is summarized as follows:

$$(\mathcal{L}, \mathcal{R}_x, \mathcal{C})^{opt} = \arg \min_{\mathcal{L}, \mathcal{R}_x, \mathcal{C}} \sum_{k=1}^{D} MDE_k(L_k) \text{ subject to } \sum_{k=1}^{D} \log_2(L_k) = B.$$  

(6)

If the number of distinct quantization levels per $k^{th}$ component $L_k$ is known for a total target bit $B$, a product quantizer can be obtained by using the minimum distortion criterion. Optimal bit allocation is achieved by minimizing the expected distortion due to quantization. However, solution to this optimization problem for general distributions and distortion functions requires computationally prohibitive numerical search [1].

Instead, Brandt [1] adopted greedy integer-constrained allocation algorithm [3] to assign bits. Number of the quantization level set to be proportional to the variance of the data under the two assumptions that 1) probability density of each component can be made identical after the normalization and 2) per-component distortion functions are identical. However, the first assumption can be easily violated in many cases (e.g., non-Gaussian probability density function). Motivated by this problem, we propose to solve Eq. (6) directly in our proposed optimized transform coding (OTC). Details can be found in the paper.
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1 Motivation and contributions

In this paper, we address a specific use-case of wearable or hand-held camera technology: indoor navigation. We explore the possibility of crowdsourcing navigational data in the form of video sequences that are captured from wearable or hand-held cameras. Without using geometric inference techniques (such as SLAM), we test video data for navigational content, and algorithms for extracting that content. We do not include tracking in this evaluation: our purpose is to explore the hypothesis that visual content, on its own, contains cues that can be mined to infer a person’s location. We test this hypothesis through estimating positional error distributions inferred during one journey with respect to other journeys along the same approximate path.

The contributions of this work are threefold. First, we propose alternative methods for video feature extraction that identify candidate matches between query sequences and a database of sequences from journeys made at different times. Secondly, we suggest an evaluation methodology that estimates the error distributions in position inference with respect to a ground truth. We assess and compare standard approaches in the retrieval context, such as SIFT [2] and HOG3D [1], to establish positional estimates. The final contribution is a publicly available database comprising over 90,000 frames of video-sequences with positional ground-truth. The data was acquired along more than 3 km worth of indoor journeys with a hand-held device (Nexus 4) and a wearable device (Google Glass).

2 The RSM dataset

The dataset contains 3.05 km of journey data. For each corridor, ten passes (i.e. 10 separate visual paths) were obtained. Five of these videos were acquired with the hand-held Nexus, and the remainder with Glass. The dataset is publicly available at [3].

<table>
<thead>
<tr>
<th>Corridor</th>
<th>Length (m)</th>
<th>No. of frames</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>57.9</td>
<td>577</td>
</tr>
<tr>
<td>C2</td>
<td>31.0</td>
<td>316</td>
</tr>
<tr>
<td>C3</td>
<td>52.7</td>
<td>514</td>
</tr>
<tr>
<td>C4</td>
<td>48.3</td>
<td>464</td>
</tr>
<tr>
<td>C5</td>
<td>54.5</td>
<td>548</td>
</tr>
<tr>
<td>C6</td>
<td>55.9</td>
<td>564</td>
</tr>
<tr>
<td>Total</td>
<td>231.7</td>
<td>2305</td>
</tr>
</tbody>
</table>

Table 1: A summary of the dataset with thumbnails.
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Shadows are ubiquitous in image and video data, and their removal is of interest in both Computer Vision and Graphics. We present an interactive, robust and high quality method for fast shadow removal. To perform detection we use an on-the-fly learning approach guided by two rough user inputs for the pixels of the shadow and the lit area. From this we derive a fusion image that magnifies shadow boundary intensity change due to illumination variation. After detection, we perform shadow removal by registering the penumbra to a normalised frame which allows us to efficiently estimate non-uniform shadow illumination changes, resulting in accurate and robust removal. We also present a reliable, validated and multi-scene category ground truth for shadow removal algorithms which overcomes issues such as inconsistencies between shadow and shadow-free images and limited variations in shadows. Using our data, we perform the most thorough comparison of state of the art shadow removal methods to date. Our algorithm outperforms the state of the art, and we supply our code and evaluation data and scripts to encourage future open comparisons.

**Shadow removal ground truth** The first public data set was supplied in [2]. In our work, we propose a new data set that introduces multiple shadow categories, and overcomes potential environmental illumination and registration errors between the shadow and ground truth images. An example of comparison is shown in Fig. 1. Our new data set avoids these issues using a careful capture setup and a quantitative test for rejecting unavoidable capture failures due to environmental effects. Our images are also categorised according to 4 different attributes.

![Mismatched illumination](image1), unregistered pixels](image2), our data (no artefacts)

Figure 1: For each image: top left segment – shadow-free image; bottom right segment – shadow image. (a) and (b) are taken from [2]. An example from our data without these properties is shown in (c).

Our algorithm consists of 3 steps (see Fig. 2):

1. **Pre-processing** We detect an initial shadow mask (Fig. 2(b)) using a KNN classifier trained from data from two rough user inputs (e.g. Fig. 2(a)). We generate a fusion image, which magnifies illumination discontinuities around shadow boundaries, by fusing channels of YCrCb colour space and suppressing texture (Fig. 2(c)).

2. **Penumbra unwrapping** Based on the detected shadow mask and fusion image, we sample the pixel intensities of sampling lines perpendicular to the shadow boundary (Fig. 2(d)), remove noisy ones and store the remaining as columns for the initial penumbra strip (Fig. 2(e)). We align the initial columns’ illumination changes using its intensity conversion image (Fig. 2(f)). This results in an aligned penumbra strip (Fig. 2(g)) whose conversion image (Fig. 2(h)) exhibits a stabler profile.

3. **Estimation of shadow scale and relighting** Unlike previous work [1, 2], we do not assume a constrained model of illumination change. The columns of penumbra strip are first clustered into a few small groups. A unified sample can be synthesised by averaging the samples of each group (e.g. Fig. 2(i)). Our shadow scale is adaptively and quickly derived from the unified samples which cancel texture noise. The derived sparse scale can be synthesised by averaging the samples of each group (e.g. Fig. 2(j)). We remove shadows by inverse scaling using this non-uniform field (Fig. 2(l)).

**Evaluation** Directly using the per-pixel error [2, 3] between the shadow removal result and shadow-free ground truth does not take into account the size of the shadow, or the fact that some shadows are darker than others. We therefore compute the error ratio \( E_s = E_o / E_o \) as our quality measurement where \( E_o \) is the RMSE between the ground truth and shadow removal result, and \( E_o \) is the RMSE between the ground truth and the original shadow image. This normalised measure better reflects removal improvements towards the ground truth independent of original shadow intensity and size. Our removal test is based on our data set of 186 cases, which contains shadows in variable scenarios as well as simpler shadows, plus 28 example cases from [2] – resulting in 214 test cases in total. Each case is rated according to 4 attributes, which are texture, brokenness, colourfulness and softness, in 3 perceptual degrees from weak to strong. Our method is compared with three state-of-the-art methods [1, 2, 4] and shows leading performance across all scores. Tab. 1 shows some typical visual results of shadow removal on various scenarios.

![Figure 2: Our shadow removal pipeline. (a) input: a shadow image and user strokes (blue for lit pixels and red for shadowed pixels); (b) detected shadow mask; (c) fusion image; (d) initial penumbra sampling (solid lines in different colours indicate valid samples of different sub-groups). Dashed lines are invalid samples); (e) initial penumbra regularisation; (f) initial penumbra conversion image; (g) final penumbra regularisation; (h) final penumbra conversion image; (i) penumbra illumination estimation; (j) sparse shadow scale; (k) dense shadow scale; (l) output; (m) GT.](image3)

**Application** Our method is exclusively suitable for real-time interactive shadow editing which offers free controls for shape, darkness and smoothness of either new or original shadows (see our supplementary material).

**Conclusions** We have presented an interactive method for fast shadow removal together with a state of the art ground truth. Our method balances the complexity of user input with robust shadow removal performance. Our quantitatively-verified ground truth data set overcomes issues of mismatched illumination and registration. We have evaluated our method against several state of the art methods using a thorough quantitative test and shown leading state of the art performance.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Tex.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sof.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bro.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Col.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Comparisons using images in different categories.


Our supplementary material shows a wide range of other removal results with higher resolution images.
Overview

In video segmentation, disambiguating appearance cues by grouping similar motions or dynamics is potentially powerful, though non-trivial. Dynamic changes of appearance can occur from rigid or non-rigid motion, as well as complex dynamic textures. While the former are easily captured by optical flow, phenomena such as a dissipating cloud of smoke, or flickering reflections on water, do not satisfy the assumption of brightness constancy, or cannot be modelled with rigid displacements in the image. To tackle this problem, we propose a robust representation of image dynamics as histograms of motion energy (HoME) obtained from convolutions of the video with spatiotemporal filters. They capture a wide range of dynamics and handle problems previously studied separately (motion and dynamic texture segmentation). They thus offer a potential solution for a new class of problems that contain these effects in the same scene. Our representation of image dynamics is integrated in a graph-based segmentation framework [3] and combined with colour histograms to represent the appearance of regions. In the case of translating and occluding segments, the proposed features additionally characterize the motion of the boundary between pairs of segments, to identify the occluder and inferring a local depth ordering. The resulting segmentation method is completely model-free and unsupervised, and achieves state-of-the-art results on the SynthDB dataset for dynamic texture segmentation, on the MIT dataset for motion segmentation, and reasonable performance on the CMU dataset for occlusion boundaries.

Proposed approach

Our approach to identify motion is based on existing work on steerable spatiotemporal filters [1, 2]. Similarly to 2D filters used to identify 2D structure in images (e.g. edges), these 3D filters can reveal structure in the spatiotemporal video volume. We employ Gaussian second derivative filters $G_2\hat{n}$ and their Hilbert transforms $H_2\hat{n}$. They are both steered to a spatiotemporal orientation parameterized by the unit vector $\hat{n}$ (the symmetry axis of the $G_2$ filter). They are convolved with the video volume $V$ of stacked frames, and give an energy response

$$E_{\hat{n}}(x,y,t) = (G_2\hat{n} * V)^2 + (H_2\hat{n} * V)^2.$$  

(1)

In the frequency domain, a pattern moving in the video with a certain direction and velocity correspond to a plane passing through the origin. We obtain a representation of image dynamics by measuring the energy along a number of those planes, obtained by summing responses of filters consistent with the orientation of each plane. The resulting motion energy $ME$ along the plane of unit normal $\hat{n}$ is given by

$$ME_{\hat{n}}(x,y,t) = \sum_{i=0}^{N} E_{\hat{n}_i}(x,y,t),$$  

(2)

where $N=2$ is the order of the derivative of the filter, and $\hat{n}_i$ are filter orientations whose response lie in the plane specified by $\hat{n}$ (see [1] for details). This provides a representation of dynamics only, marginalizing the filter responses over appearance. The measurements $ME_{\hat{n}}$ can be compared to the extraction of optical flow, since each $\hat{n}_i$ specifies a particular orientation and velocity (e.g. patterns moving rightwards at 2 pixels per frame). The complete set of measurements $ME_{\hat{n}}$ is potentially capable of representing multiple, superimposed motions at a single location, offering definite advantages over optical flow. Using the observation that motion- and color-based segmentation are two intrinsically similar problems, we adapt the segmentation algorithm of [3] to use our representation of motion. In addition to the original color histograms that represent the appearance of regions, we similarly accumulate our features into motion histograms (as in [3]). These motion histograms have 2 dimensions, corresponding to the (spatial) orientations and (spatiotemporal) velocities of the different $\hat{n}_i$ considered. The agglomerative segmentation iteratively produces results at decreasing levels of granularity.

References:
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The objective of this work is to recognize object categories (such as animals and vehicles) in paintings, whilst learning these categories from natural images. This is a challenging problem given the substantial differences between paintings and natural images, and variations in depiction of objects in paintings [5] – see figure 1.

**Contributions.** (i) We show that object category classifiers learnt using Fisher Vectors [4] extracted from natural images can retrieve paintings containing that category with some success; (ii) we then introduce a method of re-ranking these retrieved paintings based on spatial consistency of Mid-Level Discriminative Patch (MLDP) correspondences with the original training images and show that the precision of the top ranked paintings (i.e. the ones that would appear on the first webpage in an image search) can be significantly improved using this method.

**Motivation.** Obtaining paintings with a particular object is of interest to Art Historians who currently find paintings manually or from memory. They can then study the change in the depiction style over time or determine when an object first appeared in paintings.

**Summary of method.** Object category classifiers are learnt from training sets of natural images (e.g. PASCAL VOC) and applied to paintings. The top ranked paintings for each category are re-ranked based on their spatial consistency with the natural images as follows: (i) discriminative regions are extracted from the natural images using the method of Aubry et al. [2] (figure 2); (ii) these regions are used to learn LDA [3] classifiers which are applied as sliding window detectors to the top ranked paintings to find matching regions and a RANSAC style algorithm is used to remove outlying matches (figure 3); (iii) each painting is scored by the maximum number of inlying matches shared with a natural image and are re-ranked accordingly (figure 4).

![Figure 1: Example Paintings from top to bottom row, those containing: dog, horse, train. Objects have a variety of sizes, poses and depictive styles, and can be partially occluded or truncated. The paintings have been obtained from [1].](image)

![Figure 2: Discriminative regions are extracted from natural images. For a given object category square regions are sampled from each object ROI at a variety of scales; each region is represented by a HOG descriptor and assigned a score based on how much that HOG descriptor differs from the mean HOG descriptor of many natural images. Regions that score the highest this way are retained and are considered to be MLDPs for the object. The figure above shows a subset of discriminative regions (blue) overlapping with PASCAL VOC ROIs (red) for several images. Notice that informative areas of the objects are picked out such as a horse’s head, and even within the ROI no indiscriminate background patches are selected.](image)

![Figure 3: Obtaining correspondences. Each sliding window detector obtained from a mid-level discriminative patch (MLDP) on the natural image, defines a possible correspondence at the highest scoring detection window on each painting. This gives a set of provisional correspondences between each image-painting pair for an object. For each pair a RANSAC style algorithm is used to select a subset of these correspondences that are spatially consistent, and the image-painting pair is scored based on the size of this subset. Note, that the MLDP correspondences are able to generalize slightly over viewpoint, intra-class differences, and between natural images and paintings.](image)

<table>
<thead>
<tr>
<th>Rank</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dog Classifier</td>
<td><img src="image" alt="Dog MLDP" /></td>
<td><img src="image" alt="Dog MLDP" /></td>
<td><img src="image" alt="Dog MLDP" /></td>
<td><img src="image" alt="Dog MLDP" /></td>
<td><img src="image" alt="Dog MLDP" /></td>
</tr>
<tr>
<td>Sheep Classifier</td>
<td><img src="image" alt="Sheep MLDP" /></td>
<td><img src="image" alt="Sheep MLDP" /></td>
<td><img src="image" alt="Sheep MLDP" /></td>
<td><img src="image" alt="Sheep MLDP" /></td>
<td><img src="image" alt="Sheep MLDP" /></td>
</tr>
</tbody>
</table>

![Figure 4: Top 5 ranked paintings before and after re-ranking using MLDPs for the dog and sheep category. A green border indicates a correct classification and a red border an incorrect one. Classification results are improved using our method.](image)


The variational level set method [9] is still one of the most widely used methods in computer vision – especially for image segmentation. This popularity might seem surprising, because variational level set segmentation is known to be non-convex, e.g., [3]. All the more, because since the seminal work of Chan et al. [3] a lot of research has been carried out in order to develop efficient methods for solving convex models for image segmentation, cf. [1, 2, 5].

The non-convexity of the variational level set approach is caused by the usage of continuous but non-convex approximations of the Heaviside and Dirac distribution for defining area and boundary integrals. This non-convexity is, however, not always a bane, because variational level set formulations for localized active contours models [6] or image segmentation in the presence of intensity inhomogeneities [7] make extensive usage of smeared-out Heaviside and Dirac distributions. As a consequence, it is still of interest to develop efficient methods for the non-convex variational level set method for image segmentation, which is the goal of this paper. Thereby, we will consider so-called Sobolev gradient flows, which have recently been shown to be superior to classical $L^2$-based gradient flows [4, 8]. Inspired by [10], we extend these approaches by changing the notion of distance in $H^1$. The main observation which leads to the proposed approach is that standard gradient for variational level set segmentation is known to be non-convex, e.g., [3]. All the more, because since the seminal work of Chan et al. [3] a lot of research has been carried out in order to develop efficient methods for solving convex models for image segmentation, cf. [1, 2, 5].

Thereby, we will consider so-called Sobolev gradient flows, which have recently been shown to be superior to classical $L^2$-based gradient flows [4, 8]. Inspired by [10], we extend these approaches by changing the notion of distance in $H^1$. The main observation which leads to the proposed approach is that standard gradient for variational level set segmentation is known to be non-convex, e.g., [3]. All the more, because since the seminal work of Chan et al. [3] a lot of research has been carried out in order to develop efficient methods for solving convex models for image segmentation, cf. [1, 2, 5].

The proposed generalization (a) results in efficient Riemannian Sobolev flows, which provide accurate results (b), however with significantly improved convergence and overall runtime (c). Every 5th iteration is marked with a +.
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Introduction
Most segment based stereo methods estimate disparity by modeling color segments as 3-D planes \cite{2}. Inherently, such methods are sensitive to segmentation parameters and intolerant to segmentation errors. Two main dependencies of these methods on the underlying segmentation algorithm are: size of segments used for estimating planes, and assignment of a single plane to the whole segment. Specifically, in the case of under-segmentation, there is a higher chance of merging multiple objects (with multiple plane surfaces) into a single segment. Consequently, planes estimated using these segments are erroneous. The effect propagates to the disparity map, wherein a larger segment encompassing multiple objects is incorrectly represented by a single disparity plane. In the over-segmentation case, which gives smaller color segments, the estimated planes may be unreliable, leading to an inaccurate disparity map. Popular segment based methods try to solve this problem by re-fitting the planes on grouped segments, in an iterative manner \cite{2}. We propose a novel algorithm for generating sub-pixel accurate disparities on a per-pixel basis, thus alleviating the problems arising from methods that estimate disparities on a per-segment basis. The proposed method computes sub-pixel precision disparity maps using the recent minimum spanning tree (MST) \cite{4} based cost aggregation framework. Since the disparity at every pixel is modeled by a plane equation, the goal is to ensure that all pixels belonging to a planar surface are labeled with the same plane equation. We show that using a reduced and refined set of planes as candidate labels in the aggregation framework ensures homogeneous labeling within a color segment.

Proposed Method
Our method computes an initial set of plane equations (label set) by fitting planes inside a color segment using the consistent disparities from an initial disparity map. The initial disparity map may be generated using any local or global algorithm. These plane equations form the initial label set and a matching cost volume is computed over this set for every pixel. This cost volume is aggregated using MST based cost aggregation framework \cite{4} and a WTA over the aggregated cost volume gives the initial labeling. The number of labels in the initial set is of the order of the number of segments, with a plane estimate for every segment. The initial labeling is used along with the color segmentation to filter and generate a reduced set of planes. This framework of plane filtering followed by re-labeling leads to a more accurate disparity map. In addition, segment analysis is also used to modify the plane matching cost. We weigh the pixel matching cost by a support factor, where the support factor is derived from the distribution of plane labels within the color segment, as follows:

\[
D(p,l) = \rho(p,q) e^{-\frac{n_s}{n_t}}
\]  

(1)

where \(\rho(p,q)\) computes the pixel dissimilarity between the pixels \(p\) and \(q\), \(n_s\) is the number of pixels in the segment \(s\) that contains \(p\), \(n_t\) is the number of pixels in the segment \(s\) that are assigned plane label \(l\), and \(\epsilon\) is a constant. This cost update adds a bias towards locally dominant labels, whilst suppressing labels with smaller support. The labeling derived from modified cost volume with reduced set of labels is more locally homogeneous than previous labelings. The above matching cost modification is also used in occlusion filling step, which encourages labeling the occlusion region with a dominant plane label in the color segment the occlusion belongs to. The core algorithm block of plane labeling can be iterated on, in a feedback loop. The sub-pixel precision disparity map generated from the final plane labeling is used along with the initial color segments to re-estimate the set of planes. While a convergence criteria based on change in absolute disparities between iterations can be used, we have empirically found that convergence is reached in 3 iterations.

Results
We report the experimental results using the proposed method on the Middlebury set \cite{3} and also on natural scenes. We demonstrate the robustness of proposed method to the quality of the initial disparity map by considering two different methods for creating input fronto-parallel disparity maps. First, we initialize our method with a disparity map generated using simple WTA, without cost aggregation. The overall Middlebury rank \cite{3} with this initialization is 21 after three iterations of our algorithm. Next, we initialize our method with the disparity generated by \cite{4}. Three iterations of our algorithm using this initialization leads to an improvement in overall Middlebury rank from 43 to 11. Additionally, we report the lowest average percentage of bad pixels (3.58), of all methods in the Middlebury evaluation. The results indicate that our method adds a refinement step that is robust and can be added to any local or global algorithm generating fronto-parallel disparities. The recent method of Bleyer et al. \cite{1} which also estimates a plane assignment per pixel takes 1 minute on an average to compute a disparity map on the Middlebury. The average run-time of our method on the Middlebury set is 25 seconds on a 2.67 GHz Intel Core i7 CPU with 8 GB memory.

Next, we demonstrate the robustness to segmentation parameter variation. The minimum segment size parameter in mean-shift segmentation is varied to generate varying segmentation maps. Our method is robust to these variations, resulting in accurate disparity maps in all instances as shown as shown in Fig. 1 of Middlebury Cones image. Observing the bottom right corner of the disparity maps in Fig. 1(a), 1(b), the pencils belong to a segment that spans multiple objects. Despite this leakage our algorithm is able to recover and assign correct disparities. The methods of \cite{2} inherently generate labels on a per-segment basis, leading to a lower tolerance for such variations.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure1.png}
\caption{Effect of segmentation variance on disparity (Cones): (a) 266 segments, error = 2.58, rank = 23; (b) 507 segments, error = 2.10, rank = 3; (c) 836 segments, error = 2.16, rank = 6.}
\end{figure}


3 D. Scharstein and R. Szeliski. Middlebury stereo evaluation. \url{http://vision.middlebury.edu/stereo/eval/}.
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Figure 1: We take foreground-masked sequences, pose-optimise and fuse each of them and eventually align them to one coherent 3D model.

We propose a full 3D object reconstruction framework with a RGB-D sensor, requiring no marker boards and allowing for objects to be displaced during scanning. The proposed framework consists of three stages and provides a novel fusion and registration procedure for coloured signed distance fields (CSDFs) resulting in complete 3D models with high fidelity. It is suitable for a large variety of objects and outperforms the state-of-the-art both in terms of visual quality and geometrical accuracy.

The first step in our pipeline is the camera trajectory estimation via RGB-D visual odometry [5] similar to [2]. The goal is to compute the rigid-body movement \( \Xi \in SE(3) \) of the camera between two consecutive foreground-masked sensor pairs \( (I_0, D_0), (I_1, D_1) \) by minimising

\[
E(\Xi) = \int_{\Omega_1} |\xi(x)|^2 \, dx
\]

with a warp function \( \xi : \Omega_2 \rightarrow \Omega_2 \) defined via the depth maps as \( \xi(x) = \pi_{D_2}(\Xi \pi_{D_1}(x)) \). We move the support surface while collecting keyframes along the way and eventually refine the trajectory globally with a pose-graph optimisation after loop closure detection.

After one full scan and pose refinement, we refer to our final result as a hemisphere \( H = \{ (I_1, D_1, P_1) \} \) consisting of masked sensor pairs and poses. We create a 3D model \( \phi \) by fusing the data, analogously to [1, 3], into a CSDF in a variational fashion with an approximate \( L^1 \) minimisation. We cast our data into volumetric geometry fields \( f_i : \Omega_3 \subseteq \mathbb{R}^3 \rightarrow \mathbb{R} \) and colour fields \( c_i : \Omega_3 \rightarrow [0, 1]^3 \) and seek the minimisers of the functional

\[
\mathcal{E}(u,v) = \int_{\Omega_1} |D(f, w, c, u, v) + \alpha S(\nabla u) + \beta S(\nabla v)| \, dx
\]

with a data term \( D \) that strives to uphold the solution's fidelity to all the observations \( f = \{ f_1, \ldots, f_n \} \), \( c = \{ c_1, \ldots, c_n \} \) and two weight regularisers \( S(\nabla u) \) and \( S(\nabla v) \). In contrast to the original work [4], which only fuses the geometrical fields, we also include colour information into the formulation and solve simultaneously for both.

A suitable data term for many vision problems usually involves an outlier-robust \( L^1 \)-norm whereas for regularisation purposes the total variation (TV) of the function is often employed:

\[
D(f, w, c, u, v) = \frac{1}{\kappa} \sum_i \sum_j w_{ij} \left( |u - f_i| + |v - c_i| \right) \, , \quad S(\nabla u) = |\nabla u|.
\]

Due to the problematic aspect of solving such energies, specific minimisation schemes are employed (e.g. a ROF-variant or (iterated) primal-dual solutions). An alternative has been proposed in [4] where the problematic terms have been replaced with a smooth \( \varepsilon p s t \) approximation \( \Gamma(\varepsilon) := \sqrt{\varepsilon^2 + \varepsilon} \). We define it similarly as

\[
D(f, w, c, u, v) = \Gamma(\sum_i w_i)^{-1} \sum_i w_i \left( (\Gamma(u - f_i) + \Gamma(v - c_i)) \right) \, , \quad S(\nabla u) = \Gamma(|\nabla u|)
\]

where we regard the weighted approximate absolute differences together with an additional normalisation factor and an approximate TV-regulariser.

Usually, one such scan does not expose the full geometry of the object. To this end, we propose to create multiple scans of the same object but placed differently in order to reveal hitherto unseen parts, thus acquiring multiple hemispheres \( H_j \). Then the transformations \( \Xi_j \) that map the models from all hemispheres to the first one \( H_0 \) need to be determined. In order to retrieve those \( \Xi_j \), we use the reconstructed models \( \phi_j \) and align them automatically using a dense approximate-\( L^1 \) registration framework:

\[
\mathcal{E}(\Xi_j L^1) = \int_{\Omega_1} \Gamma(\phi_j(x) - \phi_j(\Xi_j(x))) \, dx.
\]

We compared our method to a commercial state-of-the-art KinectFusion implementation on eight real-life objects. Even though KinectFusion performed well, it failed for some of the objects due to poor geometry leading to tracking failure and supplied only mediocre results in terms of texture. For two models ground-truth data was available and was used to measure the geometrical error of the reconstructions. We show that we tremendously boost the geometrical and textural fidelity for all scanned objects due to the pose graph optimisation and the \( L^1 \) sensor fusion.

This paper proposes a method for fully automatic calibration of traffic surveillance cameras. Our method allows for calibration of the camera – including scale – without any user input, only from several minutes of input surveillance video. The targeted applications include speed measurement, measurement of vehicle dimensions, vehicle classification, etc.

The first step of our approach is camera calibration by determining three vanishing points defining the stream of vehicles (Fig. 2, [3]). The second step is construction of 3D bounding boxes of vehicles (Fig. 3) and their measurement up to scale. In the third step, we use the dimensions of the 3D bounding boxes for calibration of the scene scale (Fig. 4).

Our method for VP detection uses Hough transform based on parallel coordinates [2], which maps the projective plane into a finite space referred to as the diamond space by a piecewise linear mapping of lines.

The next step of our approach is construction of 3D bounding boxes of the observed vehicles (Fig. 3). We assume that the vehicle silhouettes can be extracted by background modeling and foreground detection and that the vehicles of interest are moving from/towards the first vanishing point. The 3D bounding box is constructed using tangent lines from vanishing points to the blob’s boundary.

Having the bounding box projection, it is directly possible to calculate the 3D bounding box dimensions (and position in the scene) up to precise scale. By fitting the statistics of known dimensions and the measured data from the traffic, we obtain the scale of the scene (Fig. 4).

Camera orientation together with a know distance enables for measuring of vehicle speed/size or distances in the scene. We measured several distances on the road plane and evaluated the error in measurements by our approach. Similar evaluation was provided by Zhang [5], who report average error of measurement "less than 10%". Our average error is 1.9% with worst case 5.6%, (Tab. 1).

When measuring the vehicle speed (Tab. 2), we take into account one corner of the bounding box which lies directly on the road. Vehicles in the video are tracked and their velocity is evaluated over the whole straight part of the track. The average speed of the vehicles was 75 km/h and therefore 2% error causes ±1.5 km/h deviation. A similar evaluation was provided by Dailey [1] who used distribution of car lengths for scale calculation and reached average deviation 6.4 km/h or by Grammatikopoulos [4] whose algorithm has accuracy ±3 km/h but requires manual distance measurements to obtain the scale.

Figures 1–3: Figure 1: We automatically determine 3 orthogonal vanishing points, construct vehicle bounding boxes (left), and automatically determine the camera scale by knowing the statistics of vehicle dimensions. This allows us to measure dimensions and speed (right) and analyze the traffic scene.

Figure 2: (left) Tracked points used for estimation of the 1st VP. Points exhibiting a significant movement (green) are accumulated. (right) Accumulation of the 2nd vanishing point. Only edges excluding the vertical ones and those with their direction towards the first VP (green) are accumulated to the diamond space.

Figure 3: Construction of vehicle’s 3D bounding box. From left to right: tangent lines and their relevant intersections A, B, C; derived lines and their intersections E, D, F; derived lines and intersection H; constructed bounding box.

Figure 4: Calculation of scene scale. (left) Median (green bar) for each dimension is found in the measured data. (middle) Scales are derived separately based on known median car size and the final scale is derived as the minimum from these three scales. (right) Examples of relative size of the vehicles (yellow) and real dimensions in meters after scaling.

### Tables

**Table 1: Percentage error of absolute distance measurements.** The error is evaluated as \( |d - d_c| / d_c \times 100\% \), where \( d_c \) is the ground truth value and \( d \) is the distance measured by the presented algorithm. For each distance we evaluate the average and worst error. The numbers in the row labeled ‘#’ are the number of measurements of the given length (from 5 videos).

<table>
<thead>
<tr>
<th>dist m</th>
<th>#</th>
<th>mean (%)</th>
<th>worst (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.5 m</td>
<td>85</td>
<td>1.8</td>
<td>3.6</td>
</tr>
<tr>
<td>3 m</td>
<td>32</td>
<td>1.7</td>
<td>3.9</td>
</tr>
<tr>
<td>3.5 m</td>
<td>15</td>
<td>2.0</td>
<td>5.5</td>
</tr>
<tr>
<td>5.3 m</td>
<td>16</td>
<td>2.8</td>
<td>5.6</td>
</tr>
<tr>
<td>6 m</td>
<td>15</td>
<td>1.5</td>
<td>3.3</td>
</tr>
<tr>
<td>all</td>
<td>163</td>
<td>1.9</td>
<td>5.6</td>
</tr>
</tbody>
</table>

**Table 2: Percentage error in speed measurement.** For obtaining the ground truth values, we drove cars with cruise control and get the speed from GPS. The error is evaluated as \( |v - v_{gps}| / v_{gps} \times 100\% \), where \( v_{gps} \) is speed from GPS and \( v \) is speed calculated by presented algorithm. The number in parentheses stands for the number of evaluated measurements for given video.

<table>
<thead>
<tr>
<th>dist km/h</th>
<th>a (5)</th>
<th>b (3)</th>
<th>c (5)</th>
<th>d (5)</th>
<th>e (5)</th>
<th>f (5)</th>
<th>all (28)</th>
</tr>
</thead>
<tbody>
<tr>
<td>mean (%)</td>
<td>2.39</td>
<td>2.90</td>
<td>1.49</td>
<td>1.65</td>
<td>1.31</td>
<td>2.58</td>
<td>1.99</td>
</tr>
<tr>
<td>worst (%)</td>
<td>3.47</td>
<td>3.63</td>
<td>3.18</td>
<td>3.77</td>
<td>2.40</td>
<td>4.26</td>
<td>4.26</td>
</tr>
</tbody>
</table>
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Retrieving images of a particular query object in a large database of images is an important problem for computer vision with applications in object discovery, 3D reconstruction, location recognition and mobile visual search. Most recent state-of-the-art large-scale image retrieval systems rely on local features, in particular the SIFT descriptor and its variants. Typically, those local descriptors are aggregated into a histogram-based representation of the image referred to as the Bag-of-Words model (BoW) [4]. BoW models considerably reduce the computational burden and the memory footprint of the systems, because local descriptors are quantised into visual words.

For BoW histograms, it is common to use simple similarity functions such as the inner product or cosine similarity. However, such functions are not optimal for modelling the visual similarity between BoW features and thus lead to sub-optimal performance for retrieval [2, 3, 6]. The potential problems are the following: a) The evidence coming from co-missing visual features is under-estimated [2]; b) The similarity between a query image and a database image should not be symmetric [6]; c) Statistical properties of visual words are not taken into account [1, 3, 5].

Even though different methods have been proposed to address each of these problems individually, none provides a satisfying solution to properly account for all of them. Moreover, most authors propose ad-hoc solutions by means of functions controlled by very few parameters. These parameters are then hand-tuned or exhaustively searched on validation/test data to adapt them to each dataset. In this work, our goal is to replace those ad-hoc similarities in measuring histograms with ones that are specifically trained to maximize the retrieval accuracy. We propose to use a simple and very general linear model whose weights directly represent the similarity values. We devise a variant of rank-SVM to learn those weights automatically from training data with fast convergence and we propose techniques to limit the weights to a tractable number to avoid overfitting. Importantly, the flexibility of our model allows us to seamlessly incorporate well-known image retrieval schemes such as burstiness, negative evidence and idf weighting, and still exploit inverted files for efficiency in the large-scale setting. In our experiments, as shown in Table 1, our approach consistently and significantly outperforms the similarities used in several state-of-the-art systems on 4 standard benchmark datasets.

Most of existing similarity measures [2, 3, 6] can be written in a very general form as:

$$s(q, d) = \tau(q)\tau(d)\sum_{i=1}^{K} s_i(q, d)_i,$$

(1)

Rather than trying to design $\tau$ and $s_i$ manually, we propose to resort to learning and discover the patterns of a good similarity function for image search, automatically from training data. Looking at Eq. (1), we aim at learning the values $s_i(q, d)_i$ directly. This is notably impractical, as each $q_i$ and $d_i$ can be arbitrarily large. However, state-of-the-art methods use very large visual codebook ($K \approx 10^6$) leading to sparse of BoW representations, with few occurrences of any visual word in any given image. As a result, using a truncated histogram $\hat{q}_i = \min(q_i, n)$ with $n \in \mathbb{N}^+$ will provide an excellent approximation of the original histogram while limiting the number of possible values of $s_i(\hat{q}_i, \hat{d}_i)$ to $(n + 1)^2$. Additionally, because we learn the values of $s_i(\hat{q}_i, \hat{d}_i)$ directly, these terms can be learned to incorporate a contribution to the normalisation functions. This leads to a modified similarity $\hat{s}_i$ and our approximated model becomes additive and writes as:

$$s(q, d) \approx \tau(q)\tau(d)\sum_{i=1}^{K} s_i(q, d)_i \approx \sum_{i=1}^{K} \hat{s}_i(q, d)_i,$$

(2)

where $\hat{s}_i(j, l)$ for $j, l \in [0, n]$ are the $K \cdot (n + 1)^2$ parameters to learn. Notably, this additive approximation allows to rewrite Eq. (2) as a linear combination of indicator functions:

$$\hat{s}_i(q, d)_i = w_{q_i,d_i} = \sum_{j=0}^{n} \sum_{l=0}^{n} w_{q_j,d_l} (\hat{q}_j = j)(\hat{d}_l = l),$$

(3)

where $w_{q_j,d_l} = \delta(j, l)$. In other words, if we define $\Psi(q, d)$ as the binary vector indexed by $(i, j, l)$ such that $\Psi_{ijl}(q, d)_i = (\hat{q}_j = j)(\hat{d}_l = l)$ and define $w = [w_{q_j,d_l}]_{i,j,l}$, then:

$$s(q, d) \approx w^\top \Psi(q, d).$$

(4)

Importantly, Eq. (4) highlights that $\Psi$ acts as a feature encoding for the query-document pair $(q, d)$ in a linear prediction model. Despite its simplicity, this model is very general and flexible, and is able to incorporate many of the properties discussed in [2, 3, 6], and potentially others, without having to explicitly model them. To illustrate this, let us first consider the simple case of $n = 1$. In such case, the truncated histogram $\hat{q}_i$ simply encodes the absence or presence of visual words (an encoding often referred to as binary bag-of-words), and there are only 4 weights to learn per visual word: co-absence $\hat{s}_i(0, 0)$, co-occurrence $\hat{s}_i(1, 1)$ and either case of mutual exclusion $\hat{s}_i(0, 1)$ and $\hat{s}_i(1, 0)$. If we learn that $\hat{s}_i(0, 0) > \hat{s}_i(1, 1)$, then not only have we implicitly learned that co-absence of the visual word $i$ contribute more to the similarity than mutual exclusion (as argued by [2]) but also exactly by which amount. If we learn that $\hat{s}_i(0, 1) \neq \hat{s}_i(1, 0)$, then this implies that the ideal similarity is indeed asymmetric [6]. Finally, learning all the weights together allows to identify which visual words are more important than others, as indicated by the relative weight of $\hat{s}_i(1, 1)$ and $\hat{s}_i(1, 0)$. Hence, it automatically models re-weighting schemes such as IDF. Finally, when $n > 1$, phenomena such as burstiness [3] are also learnt.
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We propose novel point descriptors for 3D shapes with the potential to match two shapes representing the same object undergoing natural deformations. These deformations are more general than the often assumed isometries, and we use labeled training data to learn optimal descriptors for such cases. Furthermore, instead of explicitly defining the descriptor, we introduce new Mercer kernels, for which we formally show that their corresponding feature space mapping is a generalization of either the Heat Kernel Signature (HKS) [3] or the Wave Kernel Signature (WKS) [1]. I.e. the proposed descriptors are guaranteed to be at least as precise as any Heat Kernel Signature or Wave Kernel Signature of any parameterisation.

A point descriptor \( \phi : P \rightarrow \mathbb{R}^F \) takes points from a set of shapes \( P := \bigcup_i M_i \) and maps them to a space \( \mathbb{R}^F \). Ideally, the descriptors of points that are at corresponding locations on the shapes should have a small distance in the descriptor space. Points at distinct locations on the shapes should be mapped to distinct locations in the descriptor space (see Figure 1).

![Figure 1: Comparing points with a point descriptor](image)

In general one cannot assume that a given descriptor \( \phi \) groups similar points as well as depicted in Fig. 1. The proposed method optimizes for the positive semi-definite matrix \( M = L^T L \) inducing a pseudo distance in the descriptor space \( \mathbb{R}^F \) via \( d_M^2(x, y) = \langle x - y, x - y \rangle_M \) such that the point descriptors are grouped as good as possible. Optimizing for \( M \) is equivalent to looking for the best linear transformation \( L \) of the descriptor space with respect to the Euclidean distance, since \( d_M(x, y) = \|L(x - y)\| \).

In Figure 2 we see that \( L \) projects the images of \( \phi \) onto the dotted line resulting in the much better descriptor \( L \circ \phi \). As an optimization criterion for \( L \) we use LMNN [4] (see Figure 3).

![Figure 2: Optimal distance in the descriptor space](image)

Figure 3: Optimal LMNN distance [4]: The neighbourhood of an input sample (blue circle) changes as a result of the training process. In this example, the learned distance is such that the nearest intra-class neighbours lie within a smaller radius after application of the linear mapping \( L \). Similarly, the extra-class neighbours are left outside this optimized neighbourhood by a fixed margin.

The contributions of our paper can be summarized as follows:

- The method eliminates the need of tuning descriptor parameters. Neither does it have time parameters such as the HKS, nor do we need to choose the dimensionality of the descriptor as in [2]. In contrast, the adjustment of the descriptor is completely driven by the data, i.e. the shapes' deformations fed to the training process. The only two parameters of the objective function are directly related to the descriptor precision. Experiments suggest they can be fixed to constant values across applications, making the framework virtually parameter free.

- The method is a true generalization of the WKS and HKS and can potentially generalize other descriptors as well. Most importantly, we formally show that the proposed descriptors are guaranteed to be at least as accurate as WKS and HKS under any parameterisation with respect to the given shapes. Applications using WKS or HKS can avoid the parameter tuning problem by plugging in the proposed descriptor and are guaranteed to get optimal precision.

In Hierarchical Multi-label Classification (HMC), rich hierarchical information is used to improve classification performance. Global approaches learn a single model for the whole class hierarchy [1][6]. Local approaches introduce hierarchical information to the local prediction results of all the local classifiers to obtain the global prediction results for all the nodes [2][5].

In this paper, we propose a novel local HMC framework, Fully Associative Ensemble Learning (FAEL). Specifically, a multi-variable regression model is built to minimize the empirical loss between the global predictions of all the training samples and their corresponding true label observations. Let $X$ and $Y$ represent local prediction matrix and label observation matrix, respectively. We define $W = \{w_{ij}\}$ as a weight matrix, where $w_{ij}$ represents the weight of the $j$th label's local prediction to the $i$th label's global prediction. In the basic model, the objective function is:

$$\min_W \|Y - XW\|_F^2 + \lambda_1 \|W\|_F^2,$$

where the first term measures the empirical loss of the training set, the second term controls the generalization error, and $\lambda_1$ is a regularization parameter. The above function is known as ridge regression. We have:

$$W = (X^TX + \lambda_1 I)^{-1}X^TY,$$

where $I$ represents the $I \times I$ identity matrix.

To capture the complex correlation between global and local prediction, we can generalize the above basic model using the kernel trick. Let $\Phi$ represent the map applied to each example's local prediction vector $x_i$. A kernel function is induced by $K(x_i, x_j) = \Phi(x_i)^T\Phi(x_j)$. By replacing the term $X$ in (1), we obtain:

$$\min_W \|Y - \Phi W_k\|_F^2 + \lambda_1 \|W_k\|_F^2.$$ 

After several matrix manipulations, the solution of $W_k$ becomes:

$$W_k = (\Phi^T\Phi + \lambda_1 I)^{-1}\Phi^TY = (\Phi\Phi^T + \lambda_1 I_n)^{-1}Y,$$

where $I_n$ represents the $n \times n$ identity matrix. For a given testing example $x'$ and its local prediction $\tilde{y}'$, the global prediction $\tilde{y}'$ is obtained by $\tilde{y}' = x'W$. For a kernel version, we obtain:

$$\tilde{y}' = K'(x', x)(K(x, x) + \lambda I_n)^{-1}Y.$$

To make full use of the hierarchical relationships between different nodes, we introduce a regularization term to the optimization function in (1). Let $R = \{r_i(c_p, c_q)\}$ denote the binary constraint set of hierarchy $R$. Each member $r_i(c_p, c_q)$ meets either $c_p \subseteq c_q$ or $c_p \supseteq c_q$, where “$\subseteq$” and “$\supseteq$” represent the “parent-child” constraint and the “ancestor-descendant” constraint, respectively. We introduce a weight restriction to each pair of nodes in $R$. Define coefficient $m_{pq} \in \mathbb{R}^+$ for the $i$th pair $r_i(c_p, c_q)$, so that:

$$w_{pq} = m_{pq} \cdot w_{pq}.$$ 

For the global prediction of node $k$, the weight of node $p$ is $m_{pq}$ times the weight of node $q$. The value of $m_{pq}$ is set by:

$$m_{pq} = \left\{\begin{array}{cl}
\mu & c_p = \leftarrow c_q \\
\mu \ast (c_p + 1) & c_p = \rightarrow c_q
\end{array}\right.,$$

where $\mu$ is a positive constant and $c_{pq}$ represents the number of nodes between $p$ and $q$. All the restrictions over the hierarchy are summarized as:

$$\sum_{r_i(c_p, c_q) \in R} \sum_{k=1}^I (w_{pk} - m_{pq} \cdot w_{pq})^2.$$
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1 Overview

A view-invariant representation of human motion is crucial for effective action recognition. However, most view-invariant representations require either tracking of body parts or multi-view video data for learning which may not be a practical approach in many real-life scenarios. We describe a view-independent model for human action which is flexible, action-independent, and requires no multi-view video data or additional labelling effort.

We present a novel method for cross-view action recognition. Using a large collection of motion capture data we synthesize mocap-trajectory features from multiple viewpoints. Features originating from the same 3D point on the surface correspond, and this allows us to learn a feature transformation function for viewpoint change. Given this function, we can “hallucinate” the action descriptors of a video for different viewing angles. We use these hallucinated examples as additional training data to make our model view-invariant. We demonstrate the effectiveness of our approach on the unsupervised scenario of the INRIA IXMAS dataset.

2 Methodology

The approach has three steps:

Generating training data  We adapt the mocap trajectory generation pipeline of Gupta et al. [1], which uses a human model with cylindrical primitives (see Figure 1(b)). Each limb consists of a collection of points that are placed on a 3D surface. Given a camera viewpoint, these points are projected under orthographic projection and tracked for L=15 consecutive frames to generate trajectory descriptors similar to the dense-trajectories of Wang et al. [3]. The resulting displacement vectors are then used to generate trajectory features. Given two arbitrary viewpoints, we can find a correspondence between features that originate from the same point on the surface (see Figure 1(b)).

Learning the transformation function  We quantize the mocap trajectory features using a fixed codebook $C$ of size $n$. Given a source camera elevation angle $\theta$ and relative change in viewpoint given by $\Delta = (\delta \theta, \delta \phi)$, we define the training set $D^\Delta_\theta = \{(f_i, g_i)\}^m_1$ to be the set of $m$ pairs $(f, g) \in C \times C$, where $f_i$ and $g_i$ are the codewords for two corresponding trajectory features.

Given the training data $D^\Delta_\theta$, we can learn a joint probability mass function $P(F, G)$ which captures the probability of having feature pairs $(f_i, g_i)$ in $D^\Delta_\theta$. We calculate the empirical probability by counting the co-occurrences of $(f_i, g_i)$ in $D^\Delta_\theta$ followed by normalization. After observing an instance of codeword $f_i$ in the source view, $P(G|F = f_i)$ allows us to infer the possible outcomes in the target view.

Synthesizing cross-view descriptors  Given a BoW descriptor of an action, we wish to synthesize another descriptor for a viewpoint $\Delta = (\delta \theta, \delta \phi)$ away from the original view. Let $x = [x_1, \ldots, x_n]^T$ be the BoW descriptor in the source view, and $y = [y_1, \ldots, y_n]^T$ be the descriptor we want to estimate. Using the probabilistic mapping between the codewords across views, we return an expected transformed descriptor

$$\tilde{y} = [E[y_1], \ldots, E[y_n]]^T \text{ and } E[y_j] = \sum_{i=1}^{n} q_i \cdot P(G = f_j | F = f_i)$$

By organizing $P(G|F)$ in the form of a matrix (say $N$) where the $i$-th row is the categorical distribution $P(G|F = f_i)$, we can rewrite the above formulation as a matrix multiplication $\tilde{y} = N^T x$. We further $l_2$ normalize $\tilde{y}$ to make it consistent with the original descriptor.

3 Experiments

To test our method we use the INRIA IXMAS dataset which has short view clips of 10 actors performing 11 activities (3 trials each) captured from 5 diverse angles. To learn the mapping between codewords, we generate mocap trajectories from multiple viewpoints and quantize them using the same codebook $C$. We also quantize the viewpoints into 18 bins.

We synthesize multiple descriptors per training examples (one per viewpoint change), as described above, to augment our original training data. We train an SVM with $\chi^2$ kernel using one-vs-all strategy. The main results are summarized in Table 1. Our code is publicly available: [http://cs.ubc.ca/research/motion-view-translation/](http://cs.ubc.ca/research/motion-view-translation/)

<table>
<thead>
<tr>
<th>Method</th>
<th>Average accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ours</td>
<td>71.7%</td>
</tr>
<tr>
<td>sCTE based matching [1]</td>
<td>67.4%</td>
</tr>
<tr>
<td>w/o aug</td>
<td>62.1%</td>
</tr>
<tr>
<td>Hankelets [2]</td>
<td>56.4%</td>
</tr>
</tbody>
</table>

Table 1: Average accuracy for action recognition over all view pairs of the INRIA IXMAS dataset. Given the training data from one viewing angle, the task is to recognize actions from a previously unseen viewpoint. We compare with other state-of-the-art methods. w/o aug. is our baseline without any data augmentation.

Figure 1: (a) We exploit the visual similarity between mocap-generated trajectories (left) and dense trajectories (right) to improve cross-view action recognition. (b) For mocap-trajectories, we can easily obtain corresponding features (i.e., descriptors for trajectories that originate from the same 3D point) in two views. We use these pairs of features to learn the transformation function for viewpoint change.
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Location is useful for a variety of image parsing problems with regular spatial layout, such as pedestrian parsing after detection, street view scene parsing and medical image segmentation. This paper proposes a novel way to leverage both location and appearance information for pixel labeling (Fig. 1).

Existing approaches solve the pixel labeling problem with a single global model. In other words, they learn a single global pixel classifier for the entire image space, and all pixels of the image are used to train the classifier. In contrast, at each image location we learn a location constrained classifier, i.e. local classifier. Since each local pixel classifier is learned by only using the pixels in a local neighborhood, it is expected to better fit the local pixel distribution and capture local discriminative information. To prevent local classifiers overly depending on the image location and to improve the generalization, the neighborhood scale of local learning is important. We justify the significance of the neighborhood scale via the following theoretical studies.

Probabilistic Analysis. Given a pixel’s central position \((x, y)\) and its associated feature vector \(f\), our goal is to predict the class label \(L\) of that pixel. We are interested in learning a number of local classifiers \(p_N(L | f)\) at different spatial locations. \(X(x, y, s)\) stands for a local image neighborhood, which is a patch centered at \((x,y)\) and of width \(s \times W\) and height \(s \times H\), where \(s\) is the neighborhood scale and \(W\) and \(H\) is the width and height of the image. In other words, the training set for each local classifier is \(\{(L_i, f_i) \mid \forall (x_i, y_i) \in X(x, y, s)\}\). We show the local classifier approximates the following conditional distribution:

\[
p_N(x, y, s) (L | f) \propto \sum_{(x,y) \in X(x, y, s)} p(L | f, x, y) p(f | x, y).
\] (1)

We see the proposed local classifier \(p_N(L | f)\) is a spatially smoothed version of the global classifier \(p(L | f, x, y)\) in a local neighborhood, where the weight \(p(f | x, y)\) characterizes the dependency of the observed feature \(f\) at the pixel location \((x, y)\). The neighborhood scale \(s\) plays an important role in building the local classifier. On one hand, when the local neighborhood contains only a single pixel, i.e., \(s = 0\), our local classifier degenerates into: \(p_N(x, y, s) (L | f) = p(L | f, x, y)\). On the other hand, when the local neighborhood expands to the entire image, i.e., \(s = 1\), it becomes \(p_N(x, y, s) (L | f) = p(L | f)\), which indicates position information \((x, y)\) is not utilized at all. Our proposed classifier is a compromise between these two ends.

Bias-Variance Trade-Off. We discuss the implication of choosing an appropriate neighborhood scale \(s\) from the perspective of bias-variance analysis. Our main conclusion is a theorem stating that under certain assumptions, testing error variance monotonically decreases with the neighborhood scale \(s\). In addition, our simulation shows that the bias increases with the neighborhood scale. Thus, an appropriate neighborhood scale is essential for balancing the bias and variance and minimizing the testing error.

Experiments. Our experimental evaluation is performed on two pedestrian parsing datasets Penn-Fudan [1] and PPSS dataset [3] as well as Weizmann horse segmentation[2]. Albeit simple, our proposed local learning works surprisingly well in these challenging image parsing problems. Some quantitative and qualitative results for pedestrian parsing datasets are shown in Table 1 and Fig. 2. It confirms the advantages of our local classifiers which are better adapted to the local image characteristics than a global classifier.


Table 1: Benchmark results for Penn-Fudan and PPSS dataset. The performance metric is the average intersection over union(IOUS) score over all labels. We compare our approach with three common methods of feature fusion and the state of arts. (1) \(f(x, y) + SVM\); we concatenate feature and position information together to form \((f, x, y)\), and put it into a SVM classifier. (2) \(f(x, y) + Boosting\); we put the concatenated feature vector \((f, x, y)\) into a joint boosting classifier. (3) Product of Experts: the merge is done by multiplying the two posterior probability map with weighting: \(p(L | f, x, y)^k p(L | f)^{1-k}\), where \(k\) is between 0 and 1, and \(Z\) is a normalization constant.

<table>
<thead>
<tr>
<th>Method</th>
<th>Penn-Fudan</th>
<th>PPSS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Feature Only</td>
<td>45.1</td>
<td>31.8</td>
</tr>
<tr>
<td>(f, x, y) + SVM</td>
<td>54.3</td>
<td>39.7</td>
</tr>
<tr>
<td>(f, x, y) + Boosting</td>
<td>60.3</td>
<td>45.1</td>
</tr>
<tr>
<td>Product of Expert</td>
<td>52.6</td>
<td>45.1</td>
</tr>
<tr>
<td>Ours</td>
<td>63.1</td>
<td>53.5</td>
</tr>
</tbody>
</table>

Figure 1: Overview of our method. (1) At each location we train a position dependent local pixel classifier with training pixel samples from its neighborhood region represented by a patch. (2) Assume the training and testing images have similar layout, the trained classifier is used for the same region in the testing images. (3) To ensure smooth labeling results, we allow the local classifiers to overlap with each other, such that each pixel will be voted by multiple local classifiers. The final score is the average score of all engaged local classifiers. (4) The final result is obtained after a proper discretization of the labeling map with a conditional random field (CRF).

Figure 2: Image results from Penn-Fudan dataset. Visual quality is generally better than SBP[1].
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Existing approaches to person re-identification (re-id) are dominated by supervised learning based methods, which requires a large number of manually labelled pairs of person images across every pair of camera views. This thus limits their ability to scale to large camera networks. To overcome this problem, a novel unsupervised re-id model, Generative Topic Saliency (GTS), is proposed in this paper for localised human appearance saliency selection in re-id by exploiting unsupervised generative topic modelling. It yields state-of-the-art re-id performance against existing unsupervised learning based re-id methods. For supervised methods, it also retains comparable re-id accuracy but without any need for pairwise labelled training data.

We are motivated by a very intuitive principle – humans often identify people by their salient appearances and ignore the more common traits in people’s appearance. Compared to the pioneering work of [2] which is also based on learning appearance saliency for re-id, our model has two advantages: (1) Interpretability - our work explicitly models human appearances and backgrounds through learning a set of latent topics corresponding to localised human appearance components and also image backgrounds, so that the background cannot be mistaken as distractions to true foreground local salient region discovery. In addition, through associating saliency with atypical human appearances, the learned saliency is also more interpretable by human sense. (2) Complexity - only a single model is needed for computing saliency for all the images in a camera view, instead of learning a different discriminative saliency model (k-NN or one-class SVM) for every patches of every image.

Our model is a generalisation of the Latent Dirichlet Allocation (LDA) model [1] with an added spatial variable to make the learned topics spatially coherent. Given a dataset of $M$ images, each image will be factorised (clustered) into a unique combination of $K$ shared topics, with each topic generating its own proportion of words on that image. Conceptually, one topic encodes a certain distribution of visual words (patches), whose vocabulary and spatial location revealing certain patterns, in our case the visual characteristics of human appearances and backgrounds. We thus learn two types of latent topics in our model corresponding to foreground appearances and backgrounds, through learning a set of latent topics corresponding to foreground appearances and backgrounds through generative topic modelling. We thus learn two types of latent topics in our model corresponding to foreground appearances and backgrounds through learning a set of latent topics corresponding to foreground appearances and backgrounds through generative topic modelling.

A key objective of our model is to discover salient local foreground patches in a person’s image that make the person stand out from other people, i.e. the model seeks not only visually distinctive but also atypical localised appearance characteristics of a person. In specific, we define a patch $P_A$’s saliency according to three factors: The first one is how unlikely this patch will appear in a training set $X_B$ of images at the proximity of a particular spatial location in the images (i.e. its prevalence level). The less likely $P_A$ repeatedly appears, the higher saliency score it should possess. Second, a patch with high probability of belonging to background topics should have low saliency scores. Third, even if a patch belongs to a human appearance topic, but if this topic is very dominant/popular in the training dataset (e.g. many people wearing jeans), the patch also should have low saliency score. With $\text{Prevalence}(P_A)$ measuring the prevalence level of $P_A$, $Z_A$ denoting $P_A$’s topic, $T^B$ the set of camera background topics, $T^P$ the set of popular human appearance topics, $L$ and $H$ the learned latent variables set and hyper-parameter set, patch $P_A$’s saliency score is computed by:

$$\text{Saliency}(P_A) = h(\text{Prevalence}(P_A)) - \eta_1 \cdot \sum_{t_1 \in T^P} \Pr(z_A = t_1 | L, H) - \eta_2 \cdot \sum_{t_2 \in T^B} \Pr(z_A = t_2 | L, H), \quad 0 < \eta_1, \eta_2 < 1$$

where $h(x)$ is a inverse function defined as taking the additive inverse and normalising the result into the $[0, 1]$ interval. The prevalence of $P_A$ and the probability for $P_A$’s topic $Z_A$ falling into background topics and dominant/popular human appearance topics can all be computed from our model parameters inferred from training set. $\eta_1, \eta_2$ are the latter two factors’ weights to affect the saliency score, determined by cross-validation. If one considers that $\text{Prevalence}(P_A)$ simply measures how likely the exact same patch appears repeatedly across images, its topic’s popularity (the third component) takes much larger amounts of patches into consideration. These patches may even be visually different from $P_A$, but they are inherently related by the same topic. This model avoids the topic being simply data-driven; it also considers more inherent structure of the large-scaled data. The comparison between computed saliency are shown in Fig. 1.

Given the patch level saliency score, we adopt the same patch-based image matching scheme in [2]. In this patch-matching scheme, patches with higher saliency scores will contribute more to the distance between a pair of probe/gallery images. We conduct 10-trial experiments on both VIPeR and iLIDS dataset, compared with existing unsupervised learning methods, the GTS model improves re-id accuracy significantly, especially on Rank-1. The GTS model is also competitive against the state-of-the-art supervised learning based methods, but without requiring manual labelling of data, resulting in greater scalability to large scale re-id problems in many practical applications.

- Figure 1: Saliency maps comparison (left to right): A person image in detected bounding box, GTS-computed background map, GTS-computed saliency map, saliency map computed by the model of [2] (green bounding box).
- Figure 2: VIPeR test: CMC comparison of unsupervised learning based re-id models.
- Figure 3: iLIDS test: CMC comparison of unsupervised learning based re-id models.

Table 1: VIPeR test: Comparing the GTS model to supervised learning based models.

<table>
<thead>
<tr>
<th>Method</th>
<th>r=1</th>
<th>r=5</th>
<th>r=10</th>
<th>r=20</th>
</tr>
</thead>
<tbody>
<tr>
<td>ELF</td>
<td>12.00</td>
<td>31.50</td>
<td>44.00</td>
<td>61.00</td>
</tr>
<tr>
<td>PRDC</td>
<td>15.66</td>
<td>38.42</td>
<td>53.86</td>
<td>71.09</td>
</tr>
<tr>
<td>PCCA</td>
<td>19.27</td>
<td>48.69</td>
<td>64.91</td>
<td>81.28</td>
</tr>
<tr>
<td>LMNN-E</td>
<td>20.00</td>
<td>49.00</td>
<td>66.00</td>
<td>79.00</td>
</tr>
<tr>
<td>KHSMM</td>
<td>19.46</td>
<td>48.10</td>
<td>62.50</td>
<td>78.32</td>
</tr>
<tr>
<td>RPLM</td>
<td>27.00</td>
<td>-</td>
<td>69.00</td>
<td>83.00</td>
</tr>
<tr>
<td>GTS</td>
<td>24.18</td>
<td>-</td>
<td>67.12</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 2: iLIDS test: Comparing the GTs model against other unsupervised (top) and supervised (bottom) learning based models.

<table>
<thead>
<tr>
<th>Method</th>
<th>r=1</th>
<th>r=5</th>
<th>r=10</th>
<th>r=20</th>
</tr>
</thead>
<tbody>
<tr>
<td>SDC_knn</td>
<td>33.73</td>
<td>57.55</td>
<td>68.22</td>
<td>83.13</td>
</tr>
<tr>
<td>SDC_ocsvm</td>
<td>58.61</td>
<td>58.10</td>
<td>60.69</td>
<td>82.88</td>
</tr>
<tr>
<td>PRDC</td>
<td>57.83</td>
<td>63.70</td>
<td>75.90</td>
<td>88.35</td>
</tr>
<tr>
<td>LMNN-E</td>
<td>27.97</td>
<td>53.75</td>
<td>66.14</td>
<td>82.33</td>
</tr>
<tr>
<td>PLS</td>
<td>22.10</td>
<td>48.04</td>
<td>59.95</td>
<td>78.68</td>
</tr>
<tr>
<td>ITM</td>
<td>29.96</td>
<td>55.90</td>
<td>65.50</td>
<td>86.87</td>
</tr>
<tr>
<td>GTS</td>
<td>42.92</td>
<td>61.35</td>
<td>71.04</td>
<td>82.21</td>
</tr>
</tbody>
</table>
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$\ell^1$-Graph has been proven to be effective in data clustering, which partitions the data space by using the sparse representation of the data as the similarity measure. However, the sparse representation is performed for each datum independently without taking into account the geometric structure of the data. Motivated by $\ell^1$-Graph and manifold leaning, we propose Regularized $\ell^1$-Graph (R$\ell^1$-Graph) for data clustering. Compared to $\ell^1$-Graph, the sparse representations of R$\ell^1$-Graph are regularized by the geometric information of the data. In accordance with the manifold assumption, the sparse representations vary smoothly along the geodesics of the data manifold through the graph Laplacian constructed by the sparse codes. Experimental results on various data sets demonstrate the superiority of our algorithm compared to $\ell^1$-Graph and other competing clustering methods.

$\ell^1$-graph [2, 3], which builds the graph by reconstructing each datum with all the other data, has been shown to be robust to noise and capable of producing superior results for high dimensional data, compared to K-means and spectral clustering. Compared to k-nearest-neighbor graph and $\epsilon$-ball graph, $\ell^1$-graph adaptively determines the neighborhood of each datum by solving sparse representation problem locally. Given the data $X = [x_1, \ldots, x_n] \in \mathbb{R}^{d \times n}$, $\ell^1$-graph seeks for the robust sparse representation for the entire data by solving the $\ell_1$-norm optimization problem for each data point:

$$\min_{\alpha} \| \alpha \|_1 \quad s.t. \quad x_i = X \alpha_i \quad i = 1, \ldots, n$$

where $\alpha \in \mathbb{R}^{n \times 1}$, and we denote by $\alpha$ the coefficient matrix $\alpha = [\alpha_1, \ldots, \alpha^n] \in \mathbb{R}^{n \times n}$ with the element $\alpha_{ij} = \alpha_i^{j}$. Let $G = (X, W)$ be the $\ell^1$-graph where $X$ is the set of vertices, $W$ is the graph weight matrix and $W_{ij}$ indicates the similarity between $x_i$ and $x_j$. $\ell^1$-graph sets the $n \times n$ matrix $W$ as

$$W = ([\alpha] + ([\alpha]'))/2$$

where $[\alpha]$ is the matrix whose elements are the absolute values of $\alpha$, and then feed $W$ as the pairwise similarity matrix into the spectral clustering algorithm to get the clustering result.

While $\ell^1$-graph demonstrates better performance than many traditional similarity-based clustering methods, it performs sparse representation for each datum independently without considering the geometric information and manifold structure of the entire data. In order to obtain the sparse representations that account for the geometric information and manifold structure of the data, we employ the manifold assumption [1] and propose a novel Regularized $\ell^1$-Graph (R$\ell^1$-Graph). The manifold assumption in this case requires that if two points $x_i$ and $x_j$ are close in the intrinsic geometry of the submanifold, their corresponding sparse codes $\alpha_i$ and $\alpha_j$ are also expected to be similar to each other. The following objective function for R$\ell^1$-Graph is given below:

$$\min_{\alpha, W} \sum_{i=1}^{n} \| x_i - X \alpha_i \|_2^2 + \lambda \| \alpha \|_1 + \gamma \text{Tr}(\alpha L_W \alpha')$$

$$s.t. \quad W = (A \circ [\alpha] + A^T \circ [\alpha']')/2 \quad \alpha \in S$$

where $S = \{ \alpha \in \mathbb{R}^{n \times n} | [\alpha]_{ii} = 0.1 \leq i \leq n \}$, $\lambda > 0$ is the weight controlling the sparsity of the coefficients, and $\gamma > 0$ is the weight of the regularization term, $L_W$ is the graph Laplacian matrix constructed by the pairwise similarity matrix $W$, $A$ is a KNN adjacency matrix.

We simplified the optimization problem (3), and employ Alternating Direction Method of Multipliers (ADMM) to solve the nonconvex optimization problem. ADMM decomposes the original problem into a sequence of tractable subproblems which can be solved efficiently.

We demonstrate the performance of R$\ell^1$-Graph with comparison to other competing methods, i.e. K-means (KM), Spectral Clustering (SC), $\ell^1$-Graph and Laplacian regularized $\ell^1$-Graph. There are two parameters that influence the regularization term in R$\ell^1$-Graph, namely the weight of the regularization $\gamma$ and the number of nearest neighbors $K$ of the KNN adjacency matrix. The regularization term imposes stronger smoothness constraint on the sparse codes with larger $\gamma$ and $K$, and vice versa. We investigate how the clustering accuracy on ORL face database changes when varying these two parameters, and illustrate the result in Figure 1. We observe that the performance of R$\ell^1$-Graph is much better than other algorithms over a large range of both $\gamma$ and $K$, revealing the robustness of our algorithm. Please refer to the paper for detailed description of our algorithm and more experimental results.

![Figure 1: Clustering accuracy with different values of $K$ and $\gamma$ on ORL face database. Upper: $K$; Down: $\gamma$](image)


The Problem

Given six or more pairs of corresponding points on two calibrated images, the accurate estimation of the essential matrix (EsM), which is a 3 × 3 matrix capturing the relative translation t and rotation R separating the two pinhole cameras, requires solving a nonlinear optimization problem subject to a set of constraints that guarantee the resulting 3 × 3 matrix has the structure of a valid EsM (i.e., E = [t] × R, or equivalently svd(E) = U diag (1, 1, 0)V T, or equivalently E′E′ = 0.5tr(E′E′)E′).

To the best of our knowledge, all existing schemes enforce the EsM constraints by performing the optimization on the manifold E of EsMs using either global [2] or local parametrizations [3]. No attempts were made to use the more straightforward approach of integrating the EsM constraint E′E′ = 0.5tr(E′E′)E′ directly into the optimization possibly because this 3 × 3 matrix equation as well as the homogeneity property of the EsM (i.e., E and cE represent the same EsM for all c ≠ 0) give a total of ten (non-linearly dependent) constraints while the number of variables in a 3 × 3 matrix is only nine.

Idea

To avoid this problem, we propose to use adaptive penalty methods [1] to incorporate the matrix constraint into the optimization. Penalty methods relax the constraints (and so do not suffer from the too-many-constraints problem) while making violating them expensive. Assuming that f(e) is the cost function measuring the (robust) algebraic or geometric fitting error of the 9-vector e corresponding to E and h2(e) = vec(E′E′ − 0.5tr(E′E′)) is the EsM constraint function, we define the penalty augmented cost function fε(e) = f(e) + 0.5c2||h2(e)||2 where c > 0 is called the penalty parameter. The two functions f(e) and fε(e) are equal iff e ∈ E. Otherwise, fε(e) > f(e). Ideally, one would set c to a very high number or ∞ so that the minimizers of the original and penalty-augmented problems coincide. Such a strategy would fail to locate the (local) minimum precisely due to finite machine precision. Instead, we re-augmented problems coincide. Such a strategy would fail to locate the very high number or c

Solution Procedure

Here we use the popular Gauss-Newton iteration to solve the above problem. In particular, we build a convex quadratic program (QP) approximation to the above problem by (a) replacing f with a convex second-order Taylor approximation 0.5δEδE′Hf(e)δE′ + ∇f(e)δE + f(e) and (b) replacing h2(ε) + δδ2 with a linear Taylor approximation δH2 + J2δδ2 where δH2 = h2(e1). The resulting QP is given by:

\[
\begin{align*}
\text{argmin}_{\delta \in \mathbb{R}^9} & \quad f_\epsilon(e^k + \delta^k) = f(e^k + \delta^k) + 0.5c_k ||h_2(e^k + \delta^k)||^2, \\
\text{subject to} & \quad e^k + \delta^k = 0, \\
& \quad \text{to ensure } e^{k+1} \text{ stays away from zero}. \quad (1)
\end{align*}
\]

Experimental Evaluation

We compared the performance of the proposed scheme and existing schemes for EsM estimation using synthetic and real data. We included in the comparison two instances of the proposed penalty-based algorithm: one with the penalty multiplier β = 50 (labeled as Proposed-β = 50) and another with β = 4 (Proposed-β = 4) to demonstrate the effect of the penalty multiplier β on robustness and speed. The other schemes included in the comparison were (a) the over-determined five-point scheme (5-pt), (b) a manifold-based scheme using a global over-parametrization e: R3 × S2 → E with the 7-D parameter vector θ consisting of a 3-vector representing translation and a 4-D quaternion encoding rotation (Global-Manifold (GM)) [2], and (c) Helmke’s intrinsic manifold scheme using the local Cayley parametrization (Local-Manifold (LM)) [3]. All schemes were set to minimize the Sampson cost function. Results for one real image pair are shown in Fig. 1. The graphs indicate that the proposed scheme (especially when β = 4) achieves generally lower error curves than the rest of the schemes. GM remains the slowest scheme and LM remains the fastest iterative scheme with the proposed scheme coming in between.

The deformable part-based model (DPM) is commonly used for object detection and many efforts have been made to improve the model. However, much less work has been done to discover parts for DPM. Most DPM-based methods adopt the greedy search approach proposed in [2] to initialize a predefined number of parts of rectangular shapes, which may not be optimal for some object categories. Moreover, object structures are not well exploited by the approach. In [4], a three-layer spatial pyramid structure is used to simplify the initialization of parts. An And-Or tree model [3] is proposed to select discriminative part configurations by a dynamic programming algorithm. Although the method can determine part sizes automatically, part shapes are still restricted to rectangles.

To address the limitations of these methods, we propose a novel data-driven approach to discover non-rectangular parts by exploiting object structures. Figure 1 shows rectangular and non-rectangular parts obtained by the greedy search approach and our approach, respectively. Generally, the parts obtained by our approach can better cover object regions.

After \( F_0 \) is obtained, we find \( N_c \) part filters that have good matching regions on object examples in \( D_o \) and are consistent with these examples in terms of object structure. First, we double the size of the root filter \( F_0 \) by interpolation, as in [2], to capture finer details. The enlarged root filter, denoted by \( F'_0 \), is represented by a \( 2H_0 \times 2W_0 \) array of cells \( C_k \) for \( 1 \leq k \leq 2H_0 \times 2W_0 \), where each cell \( C_k \) corresponds to a \( n \)-dimensional weight vector in \( F'_0 \). Then, from \( F'_0 \), we obtain a configuration of \( N_c \) connected part filters, \( \Lambda = \{ F_j | 1 \leq i \leq N_c \} \), which satisfies the following overlapping constraint:

\[
O(F_i, F_j) = \frac{Area(F_i \cap F_j)}{Area(F_i \cup F_j)} < \tau \quad \text{for} \ i \neq j,
\]

where \( \tau \) is an overlapping threshold. This constraint prevents any two part filters from overlapping largely. We measure the fitness of the part filter configuration \( \Lambda \) to object examples in \( D_o \) by

\[
F(\Lambda) = S_{\text{avg}}(\Lambda)^d \times S_C(\Lambda),
\]

where \( S_{\text{avg}}(\Lambda) \) is the average matching response of \( \Lambda \) over object examples in \( D_o \), \( S_C(\Lambda) \) reflects the structural consistency of \( \Lambda \) with these examples, and \( \lambda \) is a parameter used to balance \( S_{\text{avg}}(\Lambda) \) and \( S_C(\Lambda) \). Our goal is to find a feasible part-filter configuration \( \Lambda \) that maximizes \( F(\Lambda) \). We refer readers to the paper for details on how \( S_{\text{avg}}(\Lambda) \) and \( S_C(\Lambda) \) are defined and how the objective function is optimized. Figure 2 illustrates the process of our part discovery approach.

We test our approach on Pascal VOC2007 and VOC2010 datasets. Overall, our approach outperforms DPM for 19 and 17 out of 20 object categories in these two datasets respectively, which demonstrates the advantage of the discovered non-rectangular parts over the rectangular parts used in DPM. Implementation details and more experimental results are given in the paper.
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Motivation: In weakly supervised object detection where only the presence or absence of an object category as a binary label is available for training, the common practice is to model the object location with latent variables and jointly learn them with the object appearance model [1, 5]. An ideal weakly supervised learning method for object detection is expected to guide the latent variables to a solution that disentangles object instances from noisy and cluttered background. The learning algorithm should lead the appearance model and the latent variables to best explain the correlation between the training images and their binary labels. However, without complete supervision, maximizing the likelihood of observed data or minimizing the data-dependent cost function during training may result in latent variables that do not capture the expected regularities.

Contributions: In this paper, (i) we show that in a weakly-supervised setting, regulating the latent distribution and properly driving the latent variables are crucial for good performance and lead to state-of-the-art results in both classification and detection, (ii) we show how to introduce in the weakly supervised detection specific prior knowledge that helps to drive the latent variables by means of posterior regularization, and (iii) we better model the weakly-supervised object detection problem via the soft-max where multiple objects in the same image are considered and at the same time the optimization is smoother.

We focus on domain specific prior knowledge for object detection. In particular we exploit the fact that (i) each horizontal mirror of an object is still a valid object (object symmetry) and (ii) the same spatial region (in our case a bounding box) cannot represent more than one object class (mutual exclusion). We incorporate this prior knowledge via posterior regularization as proposed in [4].

Results: We evaluate our method and compare its performance to previous work [2, 6, 7] in the Pascal VOC 2007 dataset [3]. We first illustrate hard-max and soft-max outputs in Fig. 1, the posterior regularization on symmetry and mutual exclusion in Fig. 2 and Fig. 3 resp. We also report quantitative results in detection and classification tasks in Table 1 and 2 resp. We show the contribution of each added component and compare the final result to the state-of-the-art methods in both detection and classification.

Table 1: Weakly supervised detection results on the Pascal VOC 2007 in mean average precision (mAP). +flip indicates of adding horizontally mirrored training images to the training. PRsym and PRme denote the posterior regularization for symmetry and mutual exclusion. The components starting from +flip are consecutively added on the soft-max. Our method outperforms the state-of-the-art weakly supervised detectors [2, 7].

<table>
<thead>
<tr>
<th></th>
<th>Others</th>
<th>Ours</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>[2]</td>
<td>[6]</td>
<td></td>
</tr>
<tr>
<td>hard-max</td>
<td>22.4</td>
<td>22.7</td>
<td></td>
</tr>
<tr>
<td>soft-max</td>
<td>24.0</td>
<td>24.8</td>
<td>26.0</td>
</tr>
<tr>
<td>+PRsym</td>
<td></td>
<td></td>
<td>26.4</td>
</tr>
<tr>
<td>+PRme</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Classification results on the Pascal VOC 2007 in mAP. SVM denotes training linear SVMs without any localization. hard-max and Full denote the latent SVM formulation and our full model. Our method outperforms the state-of-the-art classifiers [2, 6].

<table>
<thead>
<tr>
<th></th>
<th>Others</th>
<th>Ours</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>[2]</td>
<td>[6]</td>
<td></td>
</tr>
<tr>
<td>SVM</td>
<td>74.1</td>
<td>77.1</td>
<td>80.9</td>
</tr>
<tr>
<td>hard-max</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

References:
Accurate estimation of the pose of a 3D model in an image is a fundamental operation in many computer vision and graphics applications, such as 3D scene understanding, inserting new objects into images, and manipulating current ones. One class of approaches to pose estimation is correspondence-based: individual parts of the object are detected, and a pose estimation algorithm (e.g., perspective-N-point) can be used to find the pose of the 3D object in the image. When the parts are visible, these methods produce accurate continuous estimates of pose. However, if the size of the object in the image is small or if the individual parts are not detectable (e.g., due to occlusion, specularities, or other imaging artifacts), the performance of such methods degrades precipitously. In contrast to correspondence-based approaches, pose-by-detection methods use a set of view-specific detectors to classify the correct pose; these methods have appeared in various forms such as filter banks, visual sub-categories, and exemplar classifier ensembles. While such approaches have been shown to be robust to many of the shortcomings of correspondence-based methods, their primary limitation is that they provide discrete estimates of pose and as finer estimates of pose are required, larger and larger sets of detectors are needed.

Reduced representations are attractive because of their statistical and computational efficiency. Most approaches reduce the set of classifiers via the classic notion of minimizing the reconstruction error of the original filter set. Such a reduction does not directly guarantee optimal preservation of detection performance. This is particularly problematic in the case of viewpoint discrimination, as filters of proximal pose angles are similar. Reduction designed to minimize reconstruction error often results in a loss of view-point precision as the distinctive differences in proximal detectors are averaged out by the reduction.

In this paper, we present a pose-by-detection approach that uses an ensemble of correlation filters for precise viewpoint discrimination, by using a 3D CAD model of the vehicle to generate renders from viewpoints at the desired precision. A key contribution of this paper is a training framework that generates a discriminatively reduced ensemble of exemplar correlation filters by explicitly optimizing the detection objective. As the ensemble is estimated jointly, this approach intrinsically calibrates the ensemble of exemplar classifiers during construction, precluding the need for an after-the-fact calibration of the ensemble. The result is a scalable approach for pose-by-detection at the desired level of pose precision.

While our method can be applied to any object, we focus on 3D pose estimation of vehicles since cheap, high quality, 3D CAD models are readily available. We demonstrate results that outperform the state-of-the-art on the Weizmann Car View Point (WCVP) dataset, the EPFL car multi-view car dataset, and the VOC2007 car viewpoint dataset. We also report results on a new data-set based on the CMU-car dataset [1] for precise viewpoint estimation and detection of cars. Figure 1 shows example results of our system on the WCVP dataset. Each row shows input images (top) and overlaid pose estimation results (bottom).

These results demonstrate that pose-by-detection based on ensemble of exemplar correlation filters can achieve and exceed the level of precision of correspondence based methods in real datasets; and that discriminative reduction of an ensemble of exemplar classifiers allows scalable performance at higher precision levels.
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The goal of this work is to recover the 2D layout of human upper body pose over long video sequences. The focus is on producing reliable and accurate pose estimates for use in gesture analysis and recognition.

We build on the recent successful applications of random forests (RF) classifiers and regressors [1], and develop a pose estimation model with the following novelities: (i) the joints are estimated sequentially, taking account of the human kinematic chain. This means that we don’t have to make the simplifying assumption of most previous RF methods – that the joints are estimated independently; (ii) by combining both classifiers (as a mixture of experts) and regressors, we show that the learning problem is tractable and that more context can be taken into account; and (iii) dense optical flow is used to align multiple expert joint position proposals from nearby frames, and thereby improve the robustness of the estimates. The processing steps are divided into two stages.

Stage 1 – Sequential body joint detection

![Diagram](image1)

Figure 1: Stage 1 – sequential upper body pose estimation. (a) RGB input. (b) Sequential detection with random forest experts: the head is detected first, then shoulders, elbows and finally wrists. (c) Confidence map of body joints, with different colour for each joint (higher colour intensity indicates stronger confidence).

In Stage 1, body joints are detected sequentially in a single video frame. Each joint in the sequence depends on the location of the previous joint: the head is detected first, followed by shoulders, elbows, and wrists, separately for left and right arms. Figure 1(a-c) illustrates this sequential detection. Beginning with an RGB frame (a), the frame is first encoded into a feature representation, shown in Figure 1(b) as an image with pixels categorised as either skin (red), torso (green) or background (blue). For each joint, a separate mixture of experts (random forest) votes for the next joint location (votes shown as white lines in figure). Each expert (shown as black dots in figure) is responsible for a particular region of the image which depends upon the location of the previous joint in the sequence (positioned according to fixed learnt offset vectors, shown as black arrows). The output from this is a confidence map over pixels for each joint.

Stage 2 – Detection reinforcement with optical flow

![Diagram](image2)

Figure 2: Stage 2 – warping neighbouring confidence maps to improve wrist joint detections. (a) Confidence maps from frames \((t - n)\) and \((t + n)\) warped to frame \(t\) using tracks from optical flow (green & blue lines). (b) Composite map with crosses indicating modes of confidence.

In Stage 2, confidences from Stage 1 produced at a frame \(t\) are reinforced with temporal context from nearby frames. Additional confidence maps are produced for neighbouring frames, and are aligned with frame \(t\) by warping them backwards or forwards using tracks from dense optical flow. This is illustrated in Figure 2(a) for wrist confidences produced at frame \((t - n)\) and \((t + n)\). Finally, body joint locations are estimated at frame \(t\) by selecting positions of maximum confidence from a composite map produced by combining warped confidences (see Figure 2(b)).

Results

Our method takes advantage of the kinematic constraints of the human body and explicitly builds in spatial context which we know is of importance, such as elbow location when detecting the wrist. The locally trained RFs deal with less of the feature space compared to its sliding window counterparts, which makes learning easier and leads to improved accuracy over the state-of-the-art [1, 2].

Accuracy of the sequential forest at Stage 1 (SF) is shown to improve further when incorporating output from multiple expert opinions from neighbouring frames in Stage 2 (SF+flow) (see Figure 4). Example pose estimates on two different datasets are shown in Figure 3.

![Diagram](image3)

Figure 3: Pose estimates from our method on two different gesture datasets. Top: BBC TV dataset. Bottom: Chalearn gesture dataset.

![Diagram](image4)

Figure 4: (a) SF+flow significantly reduces hand confusions. (b) SF and SF+flow achieve significantly better constrained pose estimates than state-of-the-art [1]. (c) Improvement in average wrist accuracy.
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Modern large-scale photo services such as Google Drive, Microsoft OneDrive, Facebook, and Flickr are currently tasked with storing and serving unprecedented quantities of photo data. While most photo services still utilize jpeg compression to store photos, more elegant compression schemes will need to evolve to combat the storage costs associated with the exponential increase in data. To satisfy this need, two classes of solutions have been established: representative signal techniques [1, 6], and visual clustering techniques [3, 5, 8]. Representative signal techniques work by finding a common low-frequency signal within a set of images. The technique presented in this paper falls into the second class of techniques, which focuses upon sharing and reusing pixel data between multiple images by modelling the relationship between these images as a directional graph. Paths through this directional graph define image pseudosequences, or directionally related subsets of images which describe the visually shortest path between various images in an image set [5, 7, 8]. These pseudosequences can then be used for compression via image re-construction or compression via traditional video codecs, such as H.265.

The primary shortcomings for state-of-the-art visual clustering techniques stem from a lack of scalability. Finding appropriate image pseudosequences becomes increasingly more difficult as an image set grows. This is because all-pairs comparisons must be performed between the images to find an optimal graph. Additionally, longer pseudosequences tend to result from larger image sets. Longer pseudosequences cause image compression and decompression to take longer, leading to a decrease in performance with an increase in dataset size.

In this paper, we present an efficient cloud-scale digital image compression scheme which overcomes the scalability issues found in the state-of-the-art techniques. Unlike current state-of-the-art systems, our image compression technique takes full advantage of redundant image data in the cloud by independently compressing each newly uploaded image with its GIST nearest neighbor taken from a canonical set of uncompressed images. This allows for fast identification of a size-restricted pseudosequence. We then leverage state-of-the-art video compression techniques, namely H.265, in order to efficiently reuse image content which is already stored server-side.

Previous state-of-the-art techniques used only the image data found within a particular image set to compress the entire set [5, 7, 8]. Our technique, on the other hand, avoids this through the use of the canonical set of images. Our key insight is that many photographs uploaded to the cloud are highly likely to have similar pixel patches, especially near landmarks and other commonly geotagged areas – even within the home of the user. Thus, we assume that the canonical set is a randomly selected, finite set of photos that is composed of tens or hundreds of millions of images depicting commonly photographed subjects and structures. Constructing such a set can be done, for example, by randomly sampling all photos currently stored in the cloud. Alternatively, techniques like Frahm et al. [2] and Raguram et al. [4] can be used to construct such a canonical set through iconic scene graphs. This process should naturally yield many views of popular subjects as more photos of those subjects are uploaded to the cloud. A sufficiently large canonical set contains enough photos to have a visually similar image for a large majority of photos uploaded in the future. Similarly, we foresee complementing the general canonical set with a user-specific canonical set if desired. Once an ideal canonical set is constructed, it can be used as a generic dataset for compressing any photo collection.

The implementation of our method is described in our paper, and extensive experiments are conducted. Experimental results demonstrate that our algorithm produces competitive image compression rates while reducing the computational effort by at least an order of magnitude in comparison to competing techniques, all while providing the necessary scalability for use in cloud-scale applications.


Defining hand-crafted feature representations needs expert knowledge, requires time-consuming manual adjustments, and besides, it is arguably one of the limiting factors of object tracking.

In this paper, we propose a novel solution to automatically relearn the most useful feature representations during the tracking process in order to accurately adapt appearance changes, pose and scale variations while preventing from drift and tracking failures. We employ a candidate pool of multiple Convolutional Neural Networks (CNNs) as a data-driven model of different instances of the target object. Individually, each CNN maintains a specific set of kernels that favourably discriminate object patches from their surrounding background using all available low-level cues (Fig. 1). These kernels are updated in an online manner at each frame after being trained with just one instance at the initialization of the corresponding CNN.

Instead of learning one complicated and powerful CNN model for all the appearance observations in the past, we chose a relatively small number of filters in the CNN within a framework equipped with a temporal adaptation mechanism (Fig. 2). Given a frame, the most promising CNNs in the pool are selected to evaluate the hypotheses for the target object. The hypothesis with the highest score is assigned as the current detection window and the selected models are retrained using a warm-start back-propagation which optimizes a structural loss function.

To conclude, we introduced DeepTrack, a CNN based online object tracker. We employed a CNN architecture and a structural loss function that handles multiple input cues and class-specific tracking. We also proposed an iterative procedure, which speeds up the training process significantly. Together with the CNN pool, our experiments demonstrate that DeepTrack performs very well on 16 sequences.

Figure 1: Overall architecture with (red box) and without (rest) the class-specific version.

Figure 2: Illustration of the temporal adaptation mechanism.

Our experiments on a large selection of videos from the recent benchmarks demonstrate that our method outperforms the existing state-of-the-art algorithms and rarely loses the track of the target object. We evaluate our method on 16 benchmark video sequences that cover most challenging tracking scenarios such as scale changes, illumination changes, occlusions, cluttered backgrounds and fast motion (Fig. 3).

In certain applications, the target object is from a known class of objects such as human faces. Our method can use this prior information to leverage the performance of tracking by training a class-specific detector. In the tracking stage, given the particular instance information, one needs to combine the class-level detector and the instance-level tracker in a certain way, which usually leads to higher model complexity (Fig. 4).
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Foreground segmentation plays an important role in high-level vision tasks. Of previously reported research, a large percentage is made up of Markov random field (MRF) based studies [2, 5, 6], in which optimal segmentation maximizes the posteriori probability given observations incorporated with a predefined tri-map. They are current to the state-of-the-art, but under the assumption that a sufficiently discriminative tri-map is given, e.g. specified by user interaction [6] or supervised by using class information [2, 5]. With a low-quality tri-map, although some attempts have been made to improve the MRF model, very little attention has been paid to enhancing the discernment of the tri-map itself. This constitutes the main problem that we tackle in this paper.

In contrast to the previous studies, which depended on strong assumptions, our aim is unsupervised foreground segmentation under only one weak (realistic) assumption. We assume that the location of a foreground is a normal deviate in the image space, whose expectation lies near the center of the image. We argue that the least Gibbs energy (LGE) can be formulated as a goal function of a tri-map optimization problem, and propose decomposing the complex problem into a series of tractable sub-problems. A suboptimal optimization is gradually obtained by making decisions between pixel cluster-level set operations.

Our tri-map validation is based on two types of cluster-level operations: (1) Contracting and (2) Retaining. The self-validation of a tri-map is discretized to a tree-structured evolution process. T(0) is preliminarily treated as a rectangle in the center. Using Eq. 1, we can obtain LGE(T(0)|Y). All pixel clusters {c1, c2, ⋯} are sorted in ascending order of image-space centrality. This is motivated by the assumption that a cluster of pixels is more likely to belong to the foreground if its location is closer to the center of the image. T(0) is then arguably refined by Contracting with the cluster at the top of the sorted queue, which leads to a tentative tri-map T(0) and LGE(T(0)|Y). An arbitrary T is contract-able if Contracting leads to a lower LGE than Retaining. If so, we update T to T and continue this process iteratively until all clusters are incorporated in the validation. We obtain the segmentation by using an iterated graph cut [6] with the refined $\hat{T}$.

\[
\text{LGE}(T|Y) = \min_{X} E(X|Y, T)
\]

where the right terms are known as the likelihood (first) and coherence (second) energies at the pixel level. We define the LGE as follows:

\[
\text{LGE}(T|Y) = \min_{X} E(X|Y, T)
\]

LGE is a function of $T$ with a given observation $Y$, and is no longer dependent on the segmentation $X$. When the distributions of foreground and background pixels offer very low separability, as shown in Fig. 1(a), the likelihood term becomes non-contributory and the minimization over-fits the background pixels offer very low separability, as shown in Fig. 1(b). With a low-quality tri-map, the maximization over-fits the background pixels offer very low separability, as shown in Fig. 1(c), the tri-map with the larger distribution overlap indicates a higher entropy. A desired tri-map $\hat{T}$ can be defined as one that minimizes LGE(T|Y), more specifically

\[
\hat{T} = \arg\min_{T} \min_{X} E(X|Y, T)
\]

We propose a split-and-validate method for solving this problem. The splitting is determined by a non-parametric clustering method (see the paper). After splitting, the image is abstracted as a set of pixel clusters. Our tri-map validation is based on two types of cluster-level operations: (1) Contracting and (2) Retaining. Keeping a tri-map $T$ unchanged, as denoted by $T \leftarrow T$. For a tri-map $T = \{T_P, T_F\}$, in which $T_P$ and $T_F$ are foreground and background regions, and a pixel cluster $c$, subtracting $c$ from $T_F$ and adding $c$ to $T_P$, as denoted by $T \leftarrow \{T_P \cup \{c\}, T_F \backslash \{c\}\}$.

Figure 1: Different tri-maps (left) exhibit differences in least Gibbs energies (LGE), incorporated in the segmentation (right) of the same image.

In terms of MRFs, the optimal segmentation $\hat{X}$ maximizes the a posteriori probability pertaining to an observed image $Y$ and a tri-map $T$. It is equivalent to minimizing the Gibbs energy $E(X|Y, T)$:

\[
E(X|Y, T) = \sum_{p<q} U_p (x_p, x_q) + \sum_{p<q} \left(\frac{1 - \delta(x_p, x_q)}{||x_p - x_q||} \exp(-\beta ||x_p - x_q||)\right)
\]

where the right terms are known as the likelihood (first) and coherence (second) energies at the pixel level. We define the LGE as follows:

\[
\text{LGE}(T|Y) = \min_{X} E(X|Y, T)
\]

LGE is a function of $T$ with a given observation $Y$, and is no longer dependent on the segmentation $X$. When the distributions of foreground and background pixels offer very low separability, as shown in Fig. 1(a), the likelihood term becomes non-contributory and the minimization over-fits the coherence term, resulting in a high LGE. When tri-maps lead to the same segmentation, i.e. to equivalent coherence energies, as shown in Fig. 1(b) and 1(c), the tri-map with the larger distribution overlap indicates a higher entropy. A desired tri-map $\hat{T}$ can be defined as one that minimizes LGE(T|Y), more specifically

\[
\hat{T} = \arg\min_{T} \min_{X} E(X|Y, T)
\]

We propose a split-and-validate method for solving this problem. The splitting is determined by a non-parametric clustering method (see the paper). After splitting, the image is abstracted as a set of pixel clusters. Our tri-map validation is based on two types of cluster-level operations: (1) Contracting and (2) Retaining. Keeping a tri-map $T$ unchanged, as denoted by $T \leftarrow T$. For a tri-map $T = \{T_P, T_F\}$, in which $T_P$ and $T_F$ are foreground and background regions, and a pixel cluster $c$, subtracting $c$ from $T_F$ and adding $c$ to $T_P$, as denoted by $T \leftarrow \{T_P \cup \{c\}, T_F \backslash \{c\}\}$.

Figure 2: Example of tri-map optimization and segmentation. From left to right: initialized tri-map, segmentation of GC [6], optimized tri-map, and our segmentation.

Table 1 compares the segmentations initialized by the same tri-map. Table 1 compares our method with advanced studies. More detail regarding the non-parametric clustering method determining the splitting and the experiments is described in the paper. Our conclusion is that the LGE can be a strong cue for capturing the discriminative power of a tri-map, and is useful when dealing with unsupervised foreground segmentation.

Table 1: Performance on Oxford Flower17 reported in the literature.

<table>
<thead>
<tr>
<th>Method</th>
<th>MJ1</th>
<th>MNHS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nilssonback and Zisserman [5]</td>
<td>93.0</td>
<td>–</td>
</tr>
<tr>
<td>Joulin et al. [3]</td>
<td>75.8</td>
<td>86.6</td>
</tr>
<tr>
<td>Chai et al. [2]</td>
<td>94.7</td>
<td>98.3</td>
</tr>
<tr>
<td>Najjar and Zagrouba [4]</td>
<td>84.0</td>
<td>–</td>
</tr>
<tr>
<td>Aydin and Ugur [1]</td>
<td>87.0</td>
<td>–</td>
</tr>
<tr>
<td>Suta et al. [7]</td>
<td>90.0</td>
<td>89.0</td>
</tr>
<tr>
<td>Our Method</td>
<td>91.7</td>
<td>96.8</td>
</tr>
</tbody>
</table>

1The definition of MJ1 and MNHS can be found in the paper.

We propose a convex variational approach to space-time reconstruction which estimates surface normal information and integrates it into the photoconsistency estimation as well as into an anisotropic spatio-temporal total variation regularization. As such the proposed method generalizes the works [4], [5]. Although [4] already studied anisotropic regularization they did not estimate normals but used the normals from [2]. The combination of these methods, [4] and [2], is more than 40 times slower than our method as [4] alone needs about 1h to compute a single frame. In contrast, our method only takes about 3 minutes per frame including normal estimation and temporal regularization due to the proposed efficient implementation. Moreover, the method by Kolev et al. [4] does not work well on the 4D data sets we consider, as shown in [5]. The estimated normals at hand, we further propose an improvement of the photoconsistency voting scheme by Hernández and Schmitt [1] resulting in superior accuracy especially for sparse camera setups.

We represent the space-time surface as a binary interior/exterior labeling function \( u : V \times T \rightarrow \{0, 1\} \) and state the spatio-temporal 3D reconstruction task as a minimization problem of the following energy.

\[
E(u) = \int_{V \times T} \left[ |\nabla u|_{D_\alpha} + g_r |\nabla u| + \lambda_1 f_u \right] \, dx \, dt \tag{1}
\]

The energy consists of three terms. An anisotropic spatial regularization term, defined be the norm \( |y|_{D_\alpha} = (y.D_y y)^{1/2} \) and the anisotropic diffusion matrix \( D_\alpha(x,t) = \rho(x,t)^2 n t + n_0 n_0^T + n_1 n_1^T \) which lowers smoothing in the surface normal \( n \in \mathbb{R}^3 \) direction and favors smoothness along the corresponding tangential directions \( n_0 \) and \( n_1 = n \times n_0 \). Further, the temporal regularization term weighted by function \( g_r(x,t) = \exp(-a|\nabla f(V(x,t))|) \) accounts for a motion-dependent temporal smoothing. The purpose of the temporal regularization is to reduce surface jittering in scene parts with slow motion. Lastly, the data term, represented by function \( f : V \times T \rightarrow \mathbb{R} \) and smoothness weight \( \lambda_1 \), avoids trivial solutions of the energy and gives local preferences for an interior or exterior label. Both, the photoconsistency measure \( \rho(x) \) in \( D_\alpha \) and \( f \) depend on a voting scheme based on surface normal-dependent normalized cross-correlation (NCC) scores, represented by \( C_i(x,d) \) for each point defined by the ray from camera \( i \) through point \( x \) at distance \( d \).

\[
\rho(x) = \exp\left[-\mu \sum_{i \in \text{VOTE}} \delta \left(a_i^{\max} - \text{depth}_i(x) \right) \cdot C_i(x,d) \right] \tag{2}
\]

The original voting scheme [1] computes the best depth hypothesis per camera ray as \( d_i^{\max} = \arg \max_d C_i(x,d) \), and does not enforce any spatial regularity of the votes, which we introduce by the following normal-dependent regularized voting scheme:

\[
d_i^{\max} = \arg \max_d \int_{V_i} C_i (x-y,d) \cdot \mathcal{G}(y;\Sigma_d) \, dy \tag{3}
\]

where \( \mathcal{G}(y;\Sigma_d) \) is a normal-aligned anisotropic 3D Gaussian. We use surface normals at three places within our method: (a) NCC score, (b) voting scheme regularization and (c) anisotropic surface regularization. To estimate normals, we run our algorithm in two passes (see Fig. 1):

Pass 1: camera-to-point direction as normal for (a) and (b), isotropic surface regularization with high \( \lambda \) for (c)

Pass 2: normals from the previous pass for (a),(b) and (c) with lower \( \lambda \) for surface smoothness as desired

Finally, we propose an efficient GPU-accelerated primal-dual optimization of energy (1) which allows for comparatively low computation times. Our model yields significantly improved results over [5] which also compare well to other state-of-the-art reconstruction methods (see Fig. 2).
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Deep learning approaches, such as multi-layer neural networks, leverage the amount of available data to learn representations: instead of handcrafting intermediate features, they are learned directly from the data. This is particularly relevant since there is no universal feature detector performing best for any given problem and these learned features have been shown to outperform hand-crafted features on many perception tasks.

In this work we focus scene labeling task with deep learning strategies. We first learn a CNN (Convolutional Neural Network) to predict contextual information. By forcing this network to capture some context information of our choice, we aim to improve the interpretability of the CNN and obtain meaningful feature maps. In parallel, we learn a second model for the original task assuming that contextual information is obtainable from ground truth labels at training step. Finally, we combine these networks and perform a last training phase with weakened supervision.

In traditional feature learning, the input processing is separated in two parts as illustrated in Figure 1a. The input I is first processed with a function \( f(\cdot) \), which has parameters \( \theta_f \) and produces a set of features \( F \). A predictor \( p(\cdot) \) having parameters \( \theta_p \) takes the features \( F \) as input and produces a prediction. To constrain the whole network, we propose to split the function \( f \) into two parts: \( f_d \) and \( f_c \) (Fig. 1b). Function \( f_c \) aims at predicting some context and it is learned with additional supervision.

Learning context – In this step, we start from a random initialization \( \theta_f^0 \) and learn \( \theta_f^1 \) where the superscript \( j \) in \( \theta_f^j \) indicates the training stage. The context learning step minimizes the following error function:

\[
L_c = \sum_k \left( \frac{1}{N} \sum_i \left[ p_{d^k}(f_d(I_i, \theta_f) - O^k) \right]^2 \right)
\]

where \( K \) is the number of context pixels for a patch \( I_i \), \( p_{d^k} \) is the softmax prediction output for \( k \)th pixel and \( O^k \) is the ground-truth label of \( k \)th context pixel.

The context learner is trained with a semantic label map containing the ground truth labels of the pixels to predict. At the end of this training step, the feature maps that correspond to the output of the Context Learner will be specialized in modeling the neighboring context of the target pixel.

As a standard CNN focuses only on learning the class of a given patch \( y_r \), it is hard to infer what the last layers are actually learning. In contrast, our learner increases the interpretability of the whole network. In Figure 2, we show the responses of our context learner maps for some input patches.

Learning dependent features – The goal of this part of the augmented learner is to learn the parameters \( \theta_f^2, \theta_p^2 \) from a random initialization of \( \theta_f^2 \) and from parameters \( \theta_f^1 \) learned in the previous step. We minimize \( L \) while keeping \( \theta_f^1 \) fixed. Fixing \( \theta_f^1 \) prevents harming the parameters of the context learner while learning \( \theta_f^2 \). We stochastically replace context predictions with some true labels to regularize learning of \( f_d(\cdot) \).

Figure 2: Feature maps of context learner for some input patches.

Fine tuning – In this step, we learn final parameters \( \theta_f^3 = (\theta_f^1, \theta_f^2, \theta_f^3) \). We start from an initial value of \( (\theta_f^1, \theta_f^2, \theta_f^3) \), and we minimize \( L \). This idea of this overall refinement step is to weaken the level of supervision and allow both \( \theta_f \) and \( \theta_p \) to adjust to this sudden lack of possible ground truth contextual information which is obviously not present during the test step.

Experiments Our approach has been tested on two scene labeling datasets: Stanford Background and SIFT Flow. The Stanford Background dataset contains 715 images of outdoor scenes having 9 classes. Our context learner transforms a 46 × 46 patch into a 7 × 7 context output. In the first layer, it has sixteen 7 × 7 filters and then 2 × 2 pooling operations for each feature map. Its second layer is composed of \( K \) filters (each of size 7 × 7) each encoding the context of a specific class followed by a 2 × 2 pooling operation. This layer has thus \( K \) output maps, where \( K \) corresponds to the number of classes.

Figure 3: Raw image labeling of the multiscale ConvNet, our multiscale augmented learner and ground truth labels.

Both single scale and multiscale variants of the architecture have been analysed. While the accuracy gain varies between single-scale and multiscale implementations, we observe that our approach consistently improves both pixel and class accuracies. The gain on single-scale experiments are higher compared to multiscale implementations. This brings us to the empirical conclusion that contextual cues obtained implicitly through appearance cues of large support size provides valuable contextual information.

From a computational perspective, our approach increases the number of parameters by less than 1% compared to the ConvNet. Overall, we observe that our method provides better results for both the Stanford and the SIFT Flow datasets. Some labeling results from the Stanford dataset are shown in Figure 3. Our approach yields results that are more visually coherent than those obtained with the plain ConvNet architecture.

Figure 3: Raw image labeling of the multiscale ConvNet, our multiscale augmented learner and ground truth labels.
Transductive transfer learning methods can potentially improve a very wide range of classification tasks, as it is often the case that a domain change happens between training and application of algorithms, and it is also very common that unlabelled samples are available in the target domain.

In this paper, we propose Adaptive Transductive Transfer Machine (ATTM) which combines methods that adapt the marginal and the conditional distribution of the samples, so that source and target datasets become more similar, facilitating classification (TTM). We further introduce two unsupervised dissimilarity measures which are the backbones of our classifier adaptation approach. ATTM uses these measures to select the best classifier and to further optimise its parameters for a new target domain. We show that our method obtains state-of-the-art results in cross-domain vision datasets using naïve features, with a significant gain in computational efficiency in comparison to related methods.

We propose the following TTM pipeline:

(a) A global linear transformation \( G^2 \) is applied to \( X^{src} \) and \( X^{tg} \) such that the marginal \( P(G^2(X^{src})) \) becomes more similar to \( P(G^2(X^{tg})) \). Following [2, 3, 4] we adopt the Maximum Mean Discrepancy (MMD) for defining a projection matrix which aims to minimise the distance between the sample means of the source and target domains.

(b) With the same objective, a local transformation is applied to each transformed source domain sample \( G^1_i(x^{src}_i) \):

\[
G^2_i(G^1_i(x^{src}_i)) = G^2(x^{src}_i) + y^b',
\]

Modeling the unlabelled target data, by a mixture of Gaussian probability density functions (GMM), we can formulate the problem of finding an optimal translation parameters \( b \) as one of maximising the likelihood of the translated source sample measured in the target domain.

\[
b' = \frac{\sum_{k} \lambda_k P(x' + b'_k | \Sigma_k^{-1})}{\sum_{k} \lambda_k P(x' + b'_k | \Sigma_k^{-1})},
\]

where \( b'_k \) is an initial value of \( b' \), which is set to a vector of zeros. In our experiments, we ran (b) only once, though one can iterate it further.

(c) Finally, aiming to reduce the difference between the conditional distributions in source and target spaces, a class-based transformation is applied to each of the transformed source samples \( G^1_i(G^2_i(G^1_i(x^{src}_i))) \) following the TST transformation of [1].

Figure 1 illustrates the effect of the three steps of the TTM pipeline.

In the Adaptive TTM we have an extra classifier selection and learning parameters adaptation step where we introduce two unsupervised dissimilarity measures for selecting a proper classifier and for adapting its parameters. More specifically, when both dissimilarity measures indicate that the cross-domain datasets are very different, we suggest that it is better to use a non-parametric classifier, like Nearest Neighbour, so no optimisation is employed at training. When the two domains are similar at both global and cluster levels, it is sensible to use a classifier such as KDA, whose parameters optimised on the source domain have a better chance of working on the target space. And finally when two domains are similar at global levels but the clusters distribution in the two domains are different we propose to use the KDA but adapt the lengthscale \( \sigma \) of the RBF kernel using a linear function of the cluster dissimilarity measure.

Figure 2 demonstrates the full ATTM pipeline.

Figure 1: The effect of different steps of our pipeline on digits 1 and 2 of the MNIST-USPS datasets, visualised in 2D through PCA. The source dataset (MNIST) is indicated by stars, the target dataset (USPS) is indicated by circles, red indicates samples of digit 1 and blue indicates digit 2 (better viewed on the screen).

Comprehensive experiments on MNIST, USPS, COIL20 and Caltech-101 Office datasets show that our proposed TTM pipeline leverages the averaged performance by 1.32% compared to the best performing state-of-the-art approach, JDA [1]. We have further tested our proposed classifier selection and learning parameters adaptation on both JDA and TTM algorithms as AJDA and ATTM. The AJDA performance shows that the model adaptation drastically enhances the final classifier. The performance gains of 4.59 and 4.29 in ATTM and AJDA respectively validates the proposed dissimilarity measures for model selection and adaptation.

It is worth pointing out that ATTM is a general framework with applicability beyond image classification and could be easily applied to other domains, even outside Computer Vision. For future work, we suggest studying combinations of our method with instance reweighting methods and multi-source transfer learning.
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The generalization of the RSVF benefits from the randomness injected through random feature selection and bagging, which is also essential to the generalization of random forests [2].

The randomness of the partitions is injected through random feature selection and bagging. This partition randomness prevents the overfitting introduced by the over-complicated partitioning. With the injected randomness, the generalization error of RSVF can be proved to converge almost surely using the Law of Large Numbers when the number of SVTs increases. As the number of trees in RSVF increases, for almost surely all $\Theta$, the generalization error $\epsilon_{RSV}$ of RSVF converges to,

$$
P_X(Y(P_\Theta(T(X, \Theta) = Y) - \max_{j\neq Y} P_\Theta(T(X, \Theta) = j < 0)) = 0$$

where $T$ is an SVM; $X$ is feature matrix; $Y$ is the label of $X$; and $\Theta$ is a set of parameters $\phi^*$ associated with the SVM $T$.

We extensively evaluate the performance of the RSVF on several benchmark datasets, originated from various vision applications, including the four UCI datasets, the letter dataset, the KTH and the UCF sports datasets. The performance is shown in Table 1 and Table 2. The proposed RSVF outperforms linear SVM, kernel SVM, Random Forests (RF), and a local learning algorithm, SVM-KNN, on all of the evaluated datasets. The classification speed of the RSVF is comparable to linear SVM.

<table>
<thead>
<tr>
<th>Type</th>
<th>Bench in [8]</th>
<th>Linear SVM</th>
<th>RBF-SVM</th>
<th>SVM-KNN</th>
<th>$\chi$-K SVM</th>
<th>RBF-K SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>KTH*</td>
<td>92.59%</td>
<td>91.67%</td>
<td>93.98%</td>
<td>87.04%</td>
<td>92.59%</td>
<td>92.13%</td>
</tr>
<tr>
<td>UCF</td>
<td>65.7 ± 5.8%</td>
<td>61.5 ± 7.3%</td>
<td>72.2 ± 5.4%</td>
<td>48.4 ± 5.6%</td>
<td>66.3 ± 6.6%</td>
<td>62.7 ± 6.7%</td>
</tr>
<tr>
<td>Scene15</td>
<td>75.1 ± 0.3%</td>
<td>63.5 ± 0.9%</td>
<td>76.3 ± 0.4%</td>
<td>59.9 ± 0.9%</td>
<td>76.9 ± 0.4%</td>
<td>75.7 ± 0.6%</td>
</tr>
</tbody>
</table>

Table 1: Recognition accuracy on KTH, Scene-15 and UCF sports datasets. *Note: since the training and the testing sets are fixed in the KTH dataset, we just follow the standard setup so that our result can be compared with [4, 5, 6, 9].

<table>
<thead>
<tr>
<th>Method</th>
<th>UCI datasets</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSVM</td>
<td>93.98%</td>
</tr>
<tr>
<td>RF</td>
<td>92.13%</td>
</tr>
<tr>
<td>SVM</td>
<td>92.59%</td>
</tr>
<tr>
<td>KNN</td>
<td>87.04%</td>
</tr>
<tr>
<td>$\chi$-K SVM</td>
<td>92.59%</td>
</tr>
<tr>
<td>RBF-K SVM</td>
<td>92.13%</td>
</tr>
</tbody>
</table>

Table 2: Performance comparison on UCI datasets. The results in the first column is obtained from [8].

The generalization of RSVF benefits from the randomness introduced in the last row of the figure. The small green dots are the LSVM classifiers; the other dots are the binary classifiers. Note, the binary classifiers mentioned in this paper represent decision nodes, which use a threshold to split the data into two child nodes.

Based on the structural risk minimization principle, the linear SVM aiming at finding the linear decision plane with the maximal margin in the input space has gained increasing popularity due to its generalizability, efficiency and acceptable performance. However, rarely training data are evenly distributed in the input space [1], which leads to a high global VC confidence [3], downgrading the performance of the linear SVM classifier. Partitioning the input space in tandem with local learning may alleviate the uneven data distribution problem. However, the extra model complexity introduced by partitioning frequently leads to overfitting.

To solve this problem, we proposed a new supervised learning algorithm, Randomized Support Vector Forest (RSVF). Many partitions of the input space are constructed with partitioning regions amenable to the corresponding linear SVMs.

As illustrated in Figure 1, the RSVF consists of many Support Vector Trees (SVT). Each SVT represents a scheme of data partition and the corresponding local classifier. The final classification result of RSVF is a pooling from all the SVTs. After comparing various pooling methods including the majority voting, and max voting, i.e., taking the prediction corresponding local classifier. The final classification result of RSVF is.

Figure 1: The structure of RSVF. This figure shows a RSVF with N trees. Each tree, with depth 5, is demonstrated in the last row of the figure. The small green dots are the LSVM classifiers; the other dots are the binary classifiers. Note, the binary classifiers mentioned in this paper represent decision nodes, which use a threshold to split the data into two child nodes.

Input: Training dataset $X$ and the number of trees $N_{tree}$ in RSVF
Output: RSVF

for $t \leftarrow 1$ to $N_{tree}$ do
Randomly sample the bootstrap dataset $X^*$ from $X$; the Out-Of-Bag data will be $X \setminus X^*$;
Train the SVTs $T$ with both dataset $X^*$ and $X \setminus X^*$;
end

Algorithm 1: Building RSVF
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Image segmentation is a fundamental and widely studied problem in computer vision [1, 2, 4]. Continuous efforts have been made to improve the performance of segmentation systems to match human capability [1]; however, it is generally acknowledged that solving the segmentation problem with low-level cues alone might not be possible. There has long been a discussion on solving this seemingly low-level task with high-level knowledge [3], but a clear and concrete solution is not yet available.

Two main issues (both due to the lack of semantic understanding) contribute to the main difficulty in image segmentation: (1) regions of different appearances might belong to the same segment, (2) and different image segments might have identical local appearances. In this paper, we propose to perform image segmentation in a reverse way. Our method takes a path of a high-level segmentation approach: at first per-pixel labeling of semantic categories is performed, followed by a procedure to obtain segmentations with per-pixel labels got discarded in the end. We are inspired from the observation that semantic labels give meanings of differentiating similar pixels and grouping dissimilar pixels. These labels can be viewed as a quantization of the solution space of segmentation, and the derived segmentations are mostly consistent even when the semantic level labels are not completely correct. For example, in Figure 1, a mammal is classified as a bird because of their similarity in color and texture, but the derived segmentation is mostly correct.

The LM+SUN dataset [5] can serve as a large-scale semantic knowledge base, which provides generic high-level information. To utilize this knowledge, we train a discriminative multi-class classifier on top of the superpixels of the outdoor images in the LM+SUN dataset, which we found to be sufficient for the task of general image segmentation.

Specifically, we first assign each superpixel a semantic label. Following [5], a superpixel is associated with a semantic class if and only if at least half of the superpixel overlaps with a ground truth segment mask with that label. Then, according to the label frequencies on superpixels, 50 most frequent classes are picked out. For each class, 20,000 superpixels of the class are sampled as positive training examples, and another 20,000 superpixels unlabeled or with other class labels are randomly drawn as negative examples; a linear SVM is then trained on the superpixels of the outdoor images in the LM+SUN dataset, which we found to be sufficient for the task of general image segmentation.

We then formulate the problem under the framework of Conditional Random Fields (CRF). Constraints that allow us to reduce over/under segmentations near region boundaries are encoded as pairwise edge potentials. Denoting $S = \{s_i\}$ as a set of superpixels and $G(S, E)$ as an adjacency graph, the probability of class labels $c = \{c_i\}$, given the set $S$ and weights $\lambda, \mu$, can be formulated as:

$$\log(Pr(c|G(S), \lambda, \mu)) = \sum_{i \in S} \Phi(c_i|s_i) + \sum_{(i,j) \in E} [\lambda \Psi(c_i, c_j) + \mu \Theta(c_i, c_j, s_i, s_j)]$$

The unary potentials $\Phi$ are directly defined as the probability output of our multi-class classifier: $\Phi(c_i|s_i) = -\log(Pr(c_i|s_i))$. Similar to [5], the first binary potentials $\Psi$ are defined as probabilities of label co-occurrence: $\Psi(c_i, c_j, s_i, s_j) = W(s_i, s_j)/(1 + \|s_i - s_j\|)$, where $Pr(c_i|c_j)$ is the conditional probability of one superpixel having label $c_i$ given that its neighbor has label $c_j$, estimated from the training set, and $\Theta(\cdot)$ is the indicator function. The second pairwise terms $\Theta$ are defined as $\Theta(c_i, c_j, s_i, s_j) = W(s_i, s_j)/(1 + \|s_i - s_j\|)$, where $L(s_i)$ is the length of boundary of superpixel $s_i$, and $L(s_i, s_j)$ is the shared boundary length between $s_i$ and $s_j$.

There are two parameters $\lambda$ and $\mu$ in our formulation, which represent the effects of high-level contextual information and low-level spatial regularization, respectively. Given $\lambda$ and $\mu$, we adopt MCMC methods for inference. Because the CRF is built on superpixels, the inference is highly efficient, taking approximately 0.1 second per image on average.

We finally discard the semantic labels produced by CRF to obtain segmentations. The proposed image segmentation framework is tested both with and without the high/low-level pairwise potentials, resulting in four variants (RIS, RIS+H, RIS+L, RIS+HL). For completeness, we also evaluate the segmentations derived from the outputs of a state-of-the-art nonparametric semantic labeling system (SuperParsing) [5].

As shown in Table 1, our solution yields highly competitive results on the famous Berkeley Segmentation Benchmark (BSDS300) [1]. When methods based purely on the ambiguous low-level features [1] tend to merge patches of similar appearances but different semantics, high-level semantic knowledge could help to figure out a correct segmentation. We also conduct experiments on multiple other datasets and obtain consistent results. Detailed illustrations and comparisons can be found in our paper and supplementary material.

---

Table 1: Comparison on the test sets of BSDS300 and BSDS500 with both supervised and unsupervised methods. For each measure, the best algorithm is highlighted.

<table>
<thead>
<tr>
<th></th>
<th>BSDS300</th>
<th>BSDS500</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ODS</td>
<td>OIS</td>
</tr>
<tr>
<td>Human</td>
<td>0.73</td>
<td>0.73</td>
</tr>
<tr>
<td>RIS+H</td>
<td>0.59</td>
<td>0.65</td>
</tr>
<tr>
<td>RIS+H</td>
<td>0.55</td>
<td>0.60</td>
</tr>
<tr>
<td>RIS+L</td>
<td>0.57</td>
<td>0.63</td>
</tr>
<tr>
<td>RIS</td>
<td>0.52</td>
<td>0.77</td>
</tr>
<tr>
<td>SuperParsing</td>
<td>0.48</td>
<td>—</td>
</tr>
<tr>
<td>gPb-owt-ucm</td>
<td>0.59</td>
<td>0.66</td>
</tr>
<tr>
<td>iPb-owt-ucm</td>
<td>0.57</td>
<td>0.67</td>
</tr>
<tr>
<td>cpPb-owt-ucm</td>
<td>0.59</td>
<td>0.69</td>
</tr>
<tr>
<td>MShift</td>
<td>0.54</td>
<td>0.78</td>
</tr>
<tr>
<td>FH</td>
<td>0.51</td>
<td>0.58</td>
</tr>
<tr>
<td>Canny</td>
<td>0.48</td>
<td>0.56</td>
</tr>
<tr>
<td>MNCuts</td>
<td>0.44</td>
<td>0.53</td>
</tr>
<tr>
<td>SWA</td>
<td>0.47</td>
<td>0.55</td>
</tr>
<tr>
<td>Quad-Tree</td>
<td>0.33</td>
<td>0.39</td>
</tr>
</tbody>
</table>

---
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Figure 1: Our approach is able to jointly estimate the localization and the continuous pose of objects. To this end, we follow a HF regression voting in conjunction with our PLEV strategy, to integrate votes from a local region in the Hough space near the detected modes.

Object category detection has received a lot of attention over the last decades. Recently, several approaches have gone one step further proposing solutions for the problem of simultaneous object category detection and pose estimation [1, 3, 5]. In this paper, we tackle this problem using Hough Forests (HF) [2]. We propose a new approach (see Figure 1) which jointly solves both tasks, providing detection hypotheses and probabilistic estimates of their continuous pose.

We first introduce a new formulation for the regression to be performed with HF, incorporating an uncertainty criterion for the continuous pose of the categories. This uncertainty in pose is decoupled from the traditional localization uncertainty [2], which allows us to randomly choose between them during the HF learning. The resulting HF can effectively locate objects and estimate their pose.

For a set of patches S, we formulate this pose uncertainty as follows,

\[
\mathcal{M}_p(S) = \sum_{\text{child \in \{left, right\}} \sum_{j} \left( \frac{\min(||\theta \cdot \theta^i||, 360^\circ - ||\theta \cdot \theta^i||)}{360^\circ} \right)^2,
\]

where \( c_j \) is the class label of the j patch (\( c_j = 1 \) for foreground patches, and \( c_j = 0 \) for background patches), \( \theta^i \) encodes the continuous pose annotation for the patch j, and \( \theta_k \) is the viewpoint angle average over all foreground patches in the set of patches \( S_{\text{child}} \). Randomly switching between this pose uncertainty and the localization uncertainty of [2] guarantees that the leaves of our decision trees gather image patches which vote not only for a similar object localization, but also for a similar pose.

However, the extension of the Hough space to cover also the pose regression turns out to be suboptimal. The main reason is that the pose voting is very noisy, as we have experimentally observed, especially for views with shared appearance (e.g. think of a frontal vs. frontal-left views of a car). Instead, we propose to first localize the object, and then estimate its pose. For this second step, a novel regression strategy is introduced, named Probabilistically Locally Enhanced Voting (PLEV), which consists in modulating the regression with a kernel density estimation (KDE) to consolidate all the votes in a local Hough region near the maxima detected in the Hough space.

During testing, patches sampled from the test image traverse the trees and cast votes to the Hough space \( \mathcal{H} \) based on the location and pose distributions stored in the leaves. The forest-based estimate is then computed by aggregating votes from different patches. The PLEV starts by collecting the votes in our multidimensional Hough space \( \mathcal{H} \). We first project all votes on the \((x,y)\) subspace of \( \mathcal{H} \) and recover the object center hypothesis \( \mathbf{h}_d = (\bar{x}, \bar{y}) \) where the maximum is.

We then build a local Hough region \( \mathcal{H}_{\mathbf{h}_d} \subset \mathcal{H} \) for each detection hypothesis \( \mathbf{h}_d \). We consider to be in the defined local region only those voting positions which receive at least one vote and are spatially close to the detected maximum. Then, PLEV aggregates all pose votes received within \( \mathcal{H}_{\mathbf{h}_d} \), obtaining the distribution of the poses in the Hough region (see Figure 1). Then, a Gaussian KDE is performed on that distribution in order to obtain a smooth probability density function (PDF) for the pose estimation. So, with the PLEV, our HF can cope with the uncertainty of the pose estimation votes.

To further improve the detections, we finally propose to integrate a novel pose-based backprojection (BP) strategy to boost the bounding box (BB) estimation using the pose cues. Essentially, we extend the traditional BP strategy [2]. When computing the BP mask, we want to penalize patches that vote not only for different object locations, as in [2], but also for different poses. For more details, see Section 2.3 in the paper.

As a conclusion, we have proposed a new object detection and continuous pose estimation solution using HF. It can successfully detect objects, while the pose is estimated with a probabilistic output using the PLEV. Our method reports state-of-the-art results on 4 different datasets [1, 3, 4, 5]. We show results on cars as well as faces, and using RGB as well as depth images as input. As a HF based approach with simple features, it is efficient. Being a voting-based scheme, it is intrinsically robust to occlusions. While many state-of-the-art approaches need 3D CAD models for the object class of interest during training, our approach is simple in the sense that we are able to learn the model directly from annotated images. Lastly, thanks to our PLEV strategy, we obtain a probabilistic output score, allowing easy integration as a building block in a larger probabilistic framework. Our extension to video-based pose estimation shows how to leverage the temporal continuity in video, even though poses may change from frame to frame. In Figure 2 we show qualitative results for different categories and for different modalities.

1 Motivation

Recovering 3D information from a single moving camera is a widely studied field in the area of computer vision (e.g. [1]). Most of these Structure-from-Motion (SfM) approaches are based on so-called interest points (e.g. corners) in images, which can be accurately matched using powerful descriptors like SIFT [7]. Hence the output is usually a sparse 3D point cloud along with the camera poses for all successfully integrated images. While previous methods were only able to perform pose estimation and 3D reconstruction in an offline way, there are now more and more incremental SfM approaches available (e.g. [4]).

Since conventional SfM approaches are based on interest points, the distribution of the obtained 3D points is usually not uniform throughout the whole reconstruction. This is due to the fact that such interest points are usually located on highly textured areas, but not on homogeneous regions or along edges. Since the result of SfM pipelines is often used as basis to generate a more dense result or for localization and navigation tasks, it would be beneficial to generate additional complementary 3D information in an efficient way. From a SfM point of view, using line segments is especially interesting for urban and indoor environments, where linear structures frequently occur. While interest points are located mostly on richly textured image locations, line segments usually mark the boundaries of objects. Hence, incorporating such features in an online SfM pipeline to create 3D line segments naturally leads to a more complete 3D representation of the underlying scene, which is beneficial for all kinds of subsequent applications.

We propose a novel approach which generates 3D line models in a semi-global way directly on-the-fly, based solely on the output of a conventional incremental SfM pipeline. The goal of our method is to generate additional complementary 3D information to improve the sparse 3D representation of the scene. In this approach, we consider the SfM pipeline as a black box and do not interfere with the pose estimation procedure. We show that 3D line reconstructions can be obtained very efficiently by using purely geometric constraints, or by additionally incorporating appearance and collinearity information. Our approach enables accurate 3D reconstruction of texture-less as well as textured man-made objects, including complex structures such as wiry objects. Figure 1 shows a reconstruction result obtained by an incremental SfM system [4], followed by a surface generation method [5], with and without the usage of additional 3D line segments obtained by our proposed method. As we can see, additional 3D information significantly improves the completeness and overall appearance of the resulting reconstructions. For more technical details, we kindly refer to the full paper.

Figure 1: (a) An example image from the EIFFEL sequence. (b) The sparse 3D reconstruction result obtained by a conventional point-based SfM pipeline [4]. (c) The pointcloud combined with reconstructed 3D lines by our proposed method. On the right we can see an incrementally generated 3D mesh with (d) the 3D points only or (e) both points and lines. As we can see, the usage of complementary features significantly improves the completeness of the resulting 3D model in both cases.

2 Results

To demonstrate the capabilities of our proposed algorithm, we performed several quantitative and qualitative experimental evaluations. As a quantitative evaluation we used the synthetic Timberframe dataset from [6], since there is a groundtruth CAD model available. Figure 2 shows our result in comparison to related state-of-the-art methods [2, 3, 6]. As can be seen, our proposed method achieves more accurate results than a previous incremental approach [3] (RMSE 0.095 vs. 0.196), while the runtime is not largely increased (6.9 vs. 5.7 min). That is off course due to the non-greedy nature of our approach and the incorporation of collinearity information. The accuracy with respect to the ground truth CAD model is almost as high as for the offline approach [2] (RMSE 0.095 vs. 0.094), which achieves the highest accuracy among the competitive algorithms, but with a significantly higher processing time (6.9 vs 45 min). For more results, please see the full paper.
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Robust scale estimation is a challenging problem in visual object tracking. Most existing methods fail to handle large scale variations in complex image sequences. This paper presents a novel approach for robust scale estimation in a tracking-by-detection framework. The proposed approach works by learning discriminative correlation filters based on a scale pyramid representation. We learn separate filters for translation and scale estimation, and show that this improves the performance compared to an exhaustive scale search while operating at real-time. Our scale estimation approach is generic as it can be incorporated into any tracking method with no inherent scale estimation.

Discriminative Correlation Filters. Our tracking approach is based on the discriminative correlation filters employed in the MOSSE tracker [1]. Similarly to [2], these filters are extended to multi-dimensional features for visual tracking. We use HOG features for the translation filter and concatenate it with image intensity features. In general, we consider a $d$-dimensional feature map representation of an image. Let $f$ be a rectangular patch of the target, extracted from this feature map. We denote feature dimension number $l$ by $f_l$. The objective is to find an optimal correlation filter $h$, consisting of one filter $h^l$ per feature dimension. This is achieved by minimizing the cost function:

$$\varepsilon = \left\| \sum_{l=1}^{d} h^l \ast f^l - g \right\|^2 + \lambda \sum_{l=1}^{d} ||h^l||^2.$$  

Here, $g$ is the desired correlation output associated with the training example $f$ and $\lambda \geq 0$ is a regularization parameter. The solution to (1) is:

$$H^l = \frac{\sigma_{h^l}}{\sum_{l=1}^{d} F_f k^l + \lambda}.$$  

Capital letters denote the discrete Fourier transforms (DFTs) of the corresponding functions. We update the numerator $A_l$ and denominator $B_l$ of the correlation filter $H^l$ in (2) separately using a learning rate $\eta$:

$$A_l = (1 - \eta)A_{l-1} + \eta \sigma_{t^l} F_t k^l$$  and  $$B_l = (1 - \eta)B_{l-1} + \eta \sum_{k=1}^{d} F_t k^l.$$  

The correlation scores $y$ at a patch $z$ in the next frame are computed using (4). The new target state is found by maximizing the score $y$.

$$y = \beta^{-1} \left\{ \sum_{l=1}^{d} \frac{A_l Z_l^l}{B_l + \lambda} \right\}.$$  

Our Scale Estimation Approach. Ideally, an accurate scale estimation approach should be robust while computationally efficient. To achieve this, we propose a fast scale estimation approach by learning separate filters for translation and scale. This helps by restricting the search area to smaller parts of the scale space. In addition, we gain the freedom of selecting the feature representation for each filter independently.

We augment the baseline method by learning a separate 1-dimensional correlation filter to estimate the target scale in an image. The training example $f$ for updating the scale filter is computed by extracting features using variable patch sizes centred around the target. Let $P + R$ denote the target size in the current frame and $S$ be the size of the scale filter. For each $n \in \{ -\frac{S}{2}, \ldots, \frac{S}{2} \}$, we extract an image patch $t_n$ of size $a^d P \times a^d R$ centred around the target. Here, $a$ denotes the scale factor between feature layers. The value $f(n)$ of the training example $f$ at scale level $n$ is set to a HOG-based $d$-dimensional feature descriptor of $J_n$. Eq. 3 is then used to update the scale filter $h_{scale}$ with the new sample $f$.

In visual tracking scenarios, the scale difference between two frames is typically smaller compared to the translation. Therefore, we first apply the translation filter $h_{trans}$ given a new frame. Afterwards, the scale filter $h_{scale}$ is applied at the new target location. An example $z$ is extracted from this location using the same procedure as for $f$. By maximizing the correlation output (4) between $h_{scale}$ and $z$, we obtain the scale difference.

Evaluation. We employ all the 28 sequences annotated with the scale variation attribute in the recent evaluation of tracking methods [3]. The sequences also pose challenging problems such as illumination variation, motion blur, background clutter and occlusion. The baseline HOG based tracker with no scale estimation capability is compared with our exhaustive scale space tracker and the fast scale estimation method in table 1.

We additionally compare our approach with 11 state-of-the-art trackers. Figure 1 contains the precision and success plots illustrating the mean distance and overlap precision over all the 28 sequences. In both precision and success plots, our approach significantly outperforms the compared methods. In summary, the precision plot demonstrates that our approach is superior in robustness compared to existing trackers. Similarly, the success plot shows that our method estimates the target scale more accurately on the benchmark sequences.

Figure 1: Precision and success plots illustrating the average distance and overlap precision respectively over all the 28 sequences. The average distance precision at 20 pixels for each method is reported in the legend of the precision plot. The legend of the success plot contains the area-under-the-curve (AUC) score for each tracker.

<table>
<thead>
<tr>
<th>Method</th>
<th>median DP</th>
<th>median DP</th>
<th>median CLE</th>
<th>median FPS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fast Scale Search (this paper)</td>
<td>52.2</td>
<td>87.6</td>
<td>11.8</td>
<td>0.96</td>
</tr>
<tr>
<td>Exhaustive Scale Search (this paper)</td>
<td>75.5</td>
<td>93.3</td>
<td>10.9</td>
<td>24.0</td>
</tr>
<tr>
<td>Baseline (no scale)</td>
<td>37.8</td>
<td>74.5</td>
<td>15.9</td>
<td>44.1</td>
</tr>
</tbody>
</table>

Table 1: Comparison of our fast scale estimation method with the baseline tracker and our exhaustive scale-space tracker.
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Head pose estimation and facial feature localization are keys to advanced human computer interaction systems and human behavior analysis. Due to their relevance, both tasks have gained a lot of attention in the computer vision community. Recent state-of-the-art methods like [1, 2, 3, 6] report impressive results and are real-time capable. However, those approaches rely on hand-crafted features. In contrast, we try to learn a feature representation from a set of training images. This is done by utilizing Convolutional Neural Networks (CNNs), which have shown to achieve outstanding results on various tasks such as image classification [5].

Instead of segmenting the head in a first step and then regressing the task-dependent parameters, we show in our paper a patch-based approach. Patches are densely extracted from the image along a regular grid and for each patch we perform a joint classification and regression. The classification segments the image patches into foreground and background, whereas the regression casts votes in a Hough space, but only for foreground patches. This is similar to the idea of Hough Forests (HFs) [4]. However, we replace the Random Forest (RF) with a CNN and call it therefore Hough Network (HN).

Assuming that we have a training dataset \(\{(x_s, t_s)\}_{s=1}^S\) with \(S\) samples, where \(x_s\) denotes an image patch, and \(t_s\) encodes the foreground-background information as well as the regression targets, we want to train a CNN that minimizes the following error function

\[
E_s(\lambda) = \lambda_s E_{s,c} + \lambda_r E_{s,r},
\]

where \(E_{s,c}\) and \(E_{s,r}\) are the classification and regression error, respectively. The parameters \(\lambda_s\) and \(\lambda_r\) are weighting coefficients of the individual error functions and relate to increased or decreased delta values in the back-propagation algorithm. For classification, we utilize the cross-entropy error that is defined as follows

\[
E_{s,c}(\theta) = - (t_{s,c} \log y_{s,c} + (1 - t_{s,c}) \log (1 - y_{s,c})).
\]

In contrast, for the regression targets we use the \(L_2\) loss that minimizes the Euclidian distance between the target and predicted values:

\[
E_{s,r}(\theta) = \frac{1}{2} ||y_{s,r} - t_{s,r}||^2.
\]

The objective function in Equation 1 allows that values in the single target vectors can be missing. In such cases we set the gradient values of the involved weights (which only effects connection to the output layer) to zero. We especially utilize this fact, if a patch does not belong to the foreground. In the case of a background patch, we back-propagate only the error values of the class information.

The straight-forward inference process in our HNs would be to densely extract overlapping patches from the image and evaluate the CNN for each patch independently. However, the structure of CNNs allows a more efficient method. We present the whole image as input to the CNN and if the patch stride (distance between two neighboring patch centers) is a multiple of the sum of the pooling widths, then the patches can be separated in the convolution and pooling layers. Only before the fully-connected layer we have to reshape the data to a matrix, where each patch corresponds to a single column. This allows us to perform classification and regression for all patches of an image in a single CNN evaluation.

We evaluated HNs on two challenging computer vision tasks. The first task deals with head pose estimation from consumer depth cameras. Given a depth image, we want to estimate the head center in 3D and its pose in Euler angles. We randomly split the sequences from the Biwi Kinect Headpose Database [3] into a train and a test set. A patch votes for a head center and a pose, if its foreground probability is \(> 0.99\). Using a mean-shift variant [3], we find a single mode in the votes.

Figure 1: Accuracy for the head center estimation error (a) and the angle error (b) of the HF [3], ARF* [6] and our approach. The curves visualize the fraction of correct estimates over an increasing success threshold. The solid lines represent the mean over five splits, whereas the shaded areas visualize the standard deviation.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Conditional Random Forests (CRF)</td>
<td>12.0</td>
<td>27.85</td>
</tr>
<tr>
<td>Robust Cascaded Pose Regression (RCPR)</td>
<td>5.3</td>
<td></td>
</tr>
<tr>
<td>Ours</td>
<td>6.3</td>
<td>21.83</td>
</tr>
<tr>
<td>Human</td>
<td>4.5</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 1: Performance of HNs compared to CRFs [2], RCPRs [1] and human performance on the LFW dataset as percentage of the inter-ocular distance.

The same approach can be utilized for facial feature localization. We evaluated our approach on the Labeled Faces in the Wild (LFW) dataset [2, 7], which also provides a discrete head pose. This information is incorporated into our HN by extending the error function:

\[
E_{s}(\lambda) = \lambda_s E_{s,c} + \lambda_r E_{s,r} - \lambda_\delta \sum_{i=1}^{V} \frac{t_{s,y}^{(i)}}{\sqrt{\sum_{i=1}^{V} t_{s,y}^{(i)}}}.
\]

Further details and results can be found in our paper. Our conclusion is that HNs provide a powerful alternative to HFs, because it can learn a rich feature representation. Further, HNs could be adapted to various other tasks, such as human pose estimation and object detection.

A full view spherical camera exploits its extended field of view (FOV) to map its complete environment onto a 2D image plane. Thus, with a single shot, it delivers a lot more information about the surroundings than one can gather with a normal perspective or plenoptic camera, which are commonly used in light field imaging. However, in contrast to a light field camera, a spherical camera does not capture directional information about the incident light, and thus a single shot from a spherical camera is not sufficient to reconstruct 3D scene geometry.

In this paper, we introduce a method combining spherical imaging with the light field approach. To obtain 3D information with a spherical camera, we capture several independent spherical images by applying a constant vertical offset between the camera positions and combine the images in a Spherical Light Field (SLF).

Our approach differs from its related work in terms of expanded FOV borders and limits the FOV to $150^\circ \times 150^\circ$. Unger et al. [4] employed a fisheye-camera translated on a plane to capture hemispherical HDR images of a scene. The total acquisition time of up to 12 hours for a single scene restricts the application scenario to constantly illuminated indoor environments. Our proposed approach for SLF acquisition uses spherical cameras as shown in Figure 1(a) and allows to capture scenes within a few minutes, making it applicable to outdoor scenes.

A convenient description of this camera type is provided by Torii et al. [3], who consider a spherical camera to consist of a camera center $C$ with a surrounding unit sphere acting as projection surface. This definition implies that no intrinsic parameters such as focal length or distortion values known from perspective imaging need to be considered (Figure 1(b)). By applying the Mercator projection [1], the spherical image is conformally mapped to an image on a cylinder surface $\Pi$ (Figure 1(c)) allowing for equi-polar plane image (EPI) reconstruction.

To describe a SLF, we define a new parameterization for the camera domain and the surrounding spherical 2D mapped image. We take the cylinder surface $\Pi$ and denote the center line with $\Omega$. The cylinder surface $\Pi$ is parametrized by the image coordinates $(\phi, \theta) \in \Omega$. The line $\Omega$ contains the focal points $t \in \Omega$ of all possible camera positions in vertical direction.

A Spherical Light Field can then be described by a function

\[ L: \Omega \times \Pi \rightarrow \mathbb{R}, \quad (t, \phi, \theta) \mapsto L(t, \phi, \theta), \]

where $L(t, \phi, \theta)$ defines the intensity of the incident light ray on the image plane $(\phi, \theta)$ passing through the focal point $t$. To estimate the disparity, we address a 2D slice $S_{\phi t}$ of the SLF by setting $\theta$ to a fixed value $\theta^*$. The restriction of the light field to such a slice defines an EPI, being formally given as

\[ S_{\phi t}: \Sigma_{\phi t} \rightarrow \mathbb{R}, \quad (\theta, t) \mapsto L(t, \phi^*, \theta). \]

Assuming a Lambertian scene, the EPI yields information about the disparity of a scene point in the form of orientated lines. To compute the disparity on the EPI, we can thus perform an orientation analysis on the given EPI $S_{\phi t}$, using a structure tensor. The orientation angle and thus the disparity map for the EPI $S_{\phi t}$ can be computed directly from the components of the structure tensor.

Figure 1: (a) Spherical image acquisition using a rotating tripod mounted camera equipped with a fish eye lens. (b) The spherical image results from the back projection of 3D points $M(x, y, z)$ to their corresponding image points $m(\theta, \phi)$ with $\phi(0, 2\pi)$ and $\theta[0, \pi]$ assuming $C$ to be the cameras center of projection. (c) In the current work, the resulting image is a High Dynamic Range (HDR) image with a resolution of $14000 \times 7000$ pixels. (d) shows the resulting disparity map of the captured scene.

The resulting full view spherical disparity map can then be employed for a 3D scene reconstruction of the camera’s surroundings. Benchmarks on synthetic datasets demonstrate good accordance with the ground truth data. Finally simplifies the combination of spherical and HDR imaging approaches greatly the task of disparity estimation for real scenes, e.g. due to improved contrast, as shown in our work.
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Classification is one of the most fundamental and best understood machine learning problems. Different scenarios differ strongly in their training procedure, but agree fundamentally in their prediction step at test time: each test sample is assigned a label individually. However, in many real-world the samples to be classified occur in batches, such as words in a document, images in a photo collection, or stocks in a portfolio, and exploiting this fact should make it possible to achieve increased classification accuracy.

To motivate our framework, consider the situation of a linear classifier, which is efficiently trainable and exhibits good generalization capabilities but has a decision hypersurface that might not perfectly reflect the class boundaries in feature space. Given sufficiently many test samples it should be possible to modulate the classifier’s decision boundary, for example, based on the cluster assumption, which states that class decision boundaries typically do not cross high density regions (see Figure 1 for an illustration).

Despite its potential, the task of co-classification, i.e. classifying a set of points jointly, has received little attention in the literature. In this work, we introduce CoConut, a method for co-classification based on the established principle of regularized risk minimization. It jointly labels all test points by minimizing a regularized risk functional that incorporates additional information in the output (label) space. CoConut only requires the output of a set of classifiers as input, but makes no assumption on how they were trained. It is also efficient, as it requires no additional training step but only solves a regularized risk functional using efficient energy minimization techniques.

We formalize the co-classification scenario in the following way. We are given a set of (test) examples, \( X = \{x_1, \ldots, x_n\} \) from an input space \( \mathcal{X} \), and we want to predict labels \( Y = \{y_1, \ldots, y_n\} \) from a label set \( \mathcal{Y} = \{1, \ldots, L\} \). For this task we have access to \( L \) fixed base classifiers \( f_1, \ldots, f_L : \mathcal{X} \rightarrow \mathbb{R} \), where for any \( x \in \mathcal{X} \) and \( l \in \mathcal{Y} \) the value \( f_l(x) \) reflects a confidence that the sample \( x \) belongs to class \( l \). The straight-forward choice for labeling the test points is then to predict (greedily) the most confident label for each sample, \( y_i = \arg\max_l f_l(x_i) \).

We propose to compute a joint labeling \( y^* = (y^*_1, \ldots, y^*_n) \in \mathcal{Y}^n \) of the test points by solving the following optimization problem:

\[
y^* = \arg\min_{y \in \mathcal{Y}^n} \sum_{l=1}^{L} ||y||_l f_l(x_l) + \lambda \Omega(y),
\]

where \( \Omega \) is a regularizer that penalizes undesirable label combinations and \( \lambda \in \mathbb{R}^+ \) is a constant that controls the regularization strength. Note that for \( \lambda = 0 \) we recover independent per-sample predictions, showing that per-example label selection can be thought of as a special case of this framework. Equation (1) resembles the expressions occurring in the classical framework of \textit{regularized risk minimization} [1]. The difference lies in the fact that we regularize in the output space (the space of all labelings), not in the space of classifier parameters. Therefore, we call the resulting approach \textit{Co-Classification with output space regularization} (CoConut).

In our choice of regularizer we encode the \textit{inductive bias} we have about the problem. Often this would be an assumption that the true labels vary smoothly with respect to the inputs. For any point \( x \), let \( N_i \subset \mathcal{X} \) be the set of neighbors that are similar to \( x \). Let \( w_{ij} \) denote a measure of the similarity between two neighbors \( x_i \) and \( x_j \). For any \( x \in N_i \) the slope of \( g \) between \( x_i \) and \( x_j \) is \( w_{ij} \delta_{ij}(g) \), where \( \delta_{ij}(g) : = \frac{g(x_i) - g(x_j)}{x_i - x_j} \) indicates whether \( g \) changes value between \( x_i \) and \( x_j \). Averaging this quantity across all neighbors and all points, we obtain a measure for the average discontinuity (lack of smoothness) of any labeling function \( g \in \Omega \):

\[
\Omega_B(g) = \frac{1}{n} \sum_{i=1}^{n} \frac{1}{|N_i|} \sum_{x_j \in N_i} w_{ij} \delta_{ij}(g).
\]

A regularizer can also encode a preference for a certain class label distribution at test time. This can counter the effect of the bias introduced by training with imbalanced class distributions. We assume that the target (expected) class label proportion for class \( l \) is \( Q_l \), where \( \sum_{l=1}^{L} Q_l = 1 \). We define a measure for the disparity between the class label proportion \( p_l(g) \) induced by labeling function \( g \) and the target proportion for each class \( l \):

\[
\Omega_D(g) = \frac{1}{L} \sum_{l=1}^{L} |p_l(g) - Q_l|,
\]

where \( p_l(g) = \frac{1}{L} \sum_{i=1}^{N_l} |g(x_i) = l| \) are the label proportions the hypothesis \( g \). The regularizer \( \Omega_D \) penalizes the deviation from the target distribution, and this penalty is linear in the amount of deviation.

In the paper we discuss these regularizer choices, what information they can incorporate at test time, how they can be efficiently optimized, and their effect on the classification performance theoretically and empirically. We report our results using each regularizer on six different datasets, reporting consistent improvements over baselines.
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Figure 1: View importance as energy heatmap (the more red, the more salient and hence important) as example on Fraumunster SfM cloud.

(a) SFM (b) \(E_{agg}\)

Figure 2: Best and worst views on Notre Dame dataset.

(a) Best1 (b) Best2 (c) Best3 (d) Worst1 (e) Worst2 (f) Worst3

Figure 3: Similar 3D mesh results on Notre Dame for much smaller image sets. Our method effectively reduces yet keeps the salient 3D structures.

(a) 715 img (all) (b) 167 (CMVS) (c) 106 (ours)

Figure 4: Next-Best-View grids. Importance is high in regions (blue rectangle) where cameras have been artificially removed.

(a) Herz-Jesu-P25 (b) Hall (c) Fraumunster (d) Castle-P30

Take home message: Reduction and selection of views through structure analysis of 3D point clouds. Our importance measure is much more effective without losing salient structures.

Introduction: The great and unordered deal of images available on the Internet leads to two challenging problems for image-based 3D reconstructions: completeness and scalability. On one side, photographs are only taken from “popular” viewpoints, leading to incomplete 3D models. On the other side, the collected images are redundant. Next-Best-View (NBV) and Image Selection (IS) algorithms are thus needed to propose new and select from redundant viewpoints for efficient reconstruction.

In this work we propose two methods for IS and NBV, based on the idea of view importance: how important is a given viewpoint for a 3D reconstruction? Our answer is a unified framework for search of important views based on a set of content-aware quality features extracted on the Structure-from-Motion (SfM) point cloud.

Quality Features. For every 3D point, we extract the following:

- **Density** is defined as the number of points contained in a sphere around the point.
- **Uncertainty** considers the maximum angle between the viewing directions of the evaluated point.
- **2D saliency** evaluates the meaningfulness of the 2D content around the point. It is estimated by reprojecting the point in the original images and measuring the gradient in the neighborhood.
- **3D saliency** measures the geometric complexity around a point. It is estimated by the Difference of Normals (DoN) operator [2].

Feature aggregation. All the features have different ranges. We rescale them in the range [0,1] using a logistic function and we call normalized energies respectively. The aggregate energy (example in Figure 1) is then defined as a linear combination

\[
E_{agg} = w_0 E_0 + w_1 E_1 + w_2 E_2 + w_3 E_3
\]

View importance. The key concept behind both our IS and NBV algorithms is the view importance. Given a point cloud \(\mathcal{P}\), the view importance \(I(C, \mathcal{P})\) of a camera \(C\) is defined as the mean energy \(E_{agg}\) combined over all its visible points:

\[
I(C, \mathcal{P}) = \frac{\sum_{p \in \mathcal{V}_C} E_{agg}(p)}{|\mathcal{V}_C|}
\]

where \(\mathcal{V}_C\) is the set of points in \(\mathcal{P}\) visible from camera \(C\). We use this basic definition in two variants \(I_{IS}\) and \(I_{NBV}\) (for IS and NBV respectively) to better adapt to the problem at hand. See paper for details.

**View selection.** The aim of image selection (IS) is to remove redundant images. We use an “importance-guided” approach: at every step our algorithm cuts out the worst view in terms of view importance, for an example see Figure 2. The worst view satisfies the relation:

\[
C_{IS} = \arg\min_{C} I_{IS}(C, \mathcal{P})
\]

Next-Best-View planning. The goal of a Next-Best-View algorithm is to find the camera \(C_{NBV}\) with the largest view importance

\[
C_{NBV} = \arg\max_{C} I_{NBV}(C, \mathcal{P})
\]

Since a great deal of images are collected by humans, we simplify the NBV search by fitting a plane primitive to the SfM camera centers. We then define a rectangular region around the point cloud and divide it in cells. We position a camera in every grid cell we evaluate the view importance for a given number of evenly spaced orientations, obtaining view importance grids as in Figure 4.

**Experiments.** The experiments show the effectiveness of the proposed content-aware methods. Our NBV planning effectively finds regions where viewpoints are missing. Our IS method reduces the number of images without losing salient regions of the scene, comparing favorably with the state-of-the-art image selection in CMVS [1]. E.g., For Notre Dame, we can remove more than 90% of the images (609/715), reducing the runtime of the reconstruction to 1/20th of the time without causing significant differences in reconstruction quality (Figure 3).
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Illuminant Estimation which is the process of estimating the colour of the prevailing light and discounting it from the image is often done as the preprocessing step in computer vision, so that the image colour be used as a stable cue for indexing, recognition, tracking, etc. [4, 5].

Almost all illumination estimation research uses the angle between the RGB of the actual measured illuminant and that estimated one as the recovery error, which is defined as:

\[
err_{\text{recovery}} = \cos^{-1}\left(\frac{\rho^E \cdot \rho^{\text{Est}}}{\|\rho^E\| \|\rho^{\text{Est}}\|}\right) \tag{1}
\]

where \(\rho^E\) denotes the RGB of the actual measured light, \(\rho^{\text{Est}}\) denotes the RGB estimated by an illuminant estimation algorithm and \('\cdot'\) denotes the vector dot product. Over a benchmark set, the average angular performance is calculated (including mean, median, and quantiles) and different algorithms are ranked according to these summary statistics [3].

This paper argues that recovery angular error despite its wide spread adoption has a fundamental weakness which casts doubt on its suitability. We observe that the same scene, viewed under two different coloured lights, leads to different recovery errors for the same illuminant estimation algorithm, despite the fact that when we remove the colour bias due to illuminant (we divide out by light) exactly the same reproduction is produced.

To illustrate this point we show at the top of Figure 1 four images of the same scene from the SFU Lab dataset [1] which are captured under different chromatic lights, from left to right: solux-4700K+blue filter; Sylvania warm white fluorescent; solux-4700K+3202+blue filter and Philips Ultralume fluorescent. Notice how much the colour (due to illumination) varies from left to right. Now, using the simple gray-world algorithm [2] for illuminant estimation we estimate the RGB of the light (the average image colour is the estimated colour of the light). Dividing the images by this estimate we produce the image outputs shown in the second row. In this case gray-world works reasonably well and the object colours look correct (though, of course this is not always the case). It is easy to show that dividing out by the gray-world estimate (or, indeed the estimates made by most algorithms) that the same output reproduction is made. In the 3rd row of Figure 1 we show the recovery angular errors (the plot with open bullets). Even though the same reproduction is produced the recovery angular error varies from 5.5° to 9° (an 80% difference).

\[
err_{\text{reproduction}} = \cos^{-1}\left(\frac{(\rho^E_W / \rho^{\text{Est}}_W) \cdot U}{(\rho^E_W / \rho^{\text{Est}}_W) \cdot U} \right) \cdot U = \frac{\rho^E_W}{\rho^{\text{Est}}_W} \tag{2}
\]

We prove that this reproduction error metric, by construction, gives the same error for the same algorithm-scene pair. The reproduction angular errors for the reproduced images in Figure 1 are shown in the 3rd row of the same figure (the plot with the black bullets). Compared to the recovery angular error, the reproduction error is almost similar for the same scene captured under different colours of illuminants (almost since the process of image formation does not only depend on the color of the illuminant).

For many algorithms and many benchmark datasets we recompute the illuminant estimation performance of a range of algorithms for the new reproduction error and then compare against the algorithm rankings for the old recovery error. We find that using the new measure, the rankings of algorithms remains, while broadly unchanged can change and there can be local switches in rank (see Figure 2). Also the algorithm parameters which can be tuned to provide that best illuminant estimation performance can be chosen differently, depending on whether the reproduction angular error or the recovery angular error is used for evaluation.

Although performances in the high nineties are typically obtained for tasks such as texture segmentation and classification the same cannot be said of judging texture similarity where a classifier has to estimate the degree to which pairs of textures appear similar to human observers. In an investigation of 51 computational feature sets Dong et al. [1] showed that none of these managed to estimate similarity data derived from a population of human observers better than an average agreement rate of 57.76%. Coincidentally, none of these computed higher order statistics (HOS) over large regions (≥ 19×19 pixels).

We have discovered few methods that encode long-range,aperiodic characteristics of texture; however, it is well-known that such data are critical to human perception of imagery [2, 3]. For instance, scrambling phase spectra (while leaving the power spectra intact) will often render imagery unintelligible to the human observer [3]. It is also well-known that humans are extremely adept at exploiting the long-range visual interactions evident in contour information [2, 4]. Therefore, we designed an experiment with human observers in order to determine which of three different types of information (2nd-order statistics, local higher order statistics and contour information, see Figure 1) are more important for the perception of texture.

Ten human observers were used in a 2AFC (two-alternative forced choice) scheme with 334 texture images drawn from the Pertext database [5]. In each trial the observer was required to compare an original texture image quarter and one variant image quarter (“variant” being one of either contour, power spectrum or randomized block) and decide whether the variant represented the original texture or not (50% of the time they did not). Different quarters of the same texture sample were used in order to prevent observers from performing pixel-wise comparisons. It was found that contour data is more important than local image patches, or 2nd-order global data, to human observers.

We therefore developed a contour-based feature set that exploits the long-range HOS encoded in the spatial distribution and orientation of contour segments. A contour is first fragmented into a set of equidistant segments and is then encoded using the spatial distribution and orientation of these segments. Note that images are first processed with the Canny edge detector [6] followed by a morphological erosion operator [7] in order to produce skeleton maps (see Figure 2 (b)). Connected component labelling [7] is performed on skeleton maps. Subsequently, the Moore-neighbour tracing algorithm with Jacob’s stopping criteria [7] is applied to each contour and a sequence of points is obtained from each contour. Each contour is then divided into a series of equidistant segments. We represent segments by their mid-point position (on themselves) and chord orientation θ (θ ∈ (0º, 180º]).

We use these data in two ways as outlined in Figure 2. In the first we encode the average shape of the contours in a segment joint orientation/distance histogram (see Figure 2 (d) upper). This provides data on the long-range higher-order visual interactions. In the second we used basic aura matrices [8] (see Figure 2 (d) lower) to encode the spatial distributions and orientations of the all of the segments within a local window without regard to which contour they belong. These data naturally provide relatively short-range (23×23 or less) HOS. The mean of all segment orientation/distance histograms and each basic aura matrix were concatenated into one feature vector which we refer to as “SDoCS” (spatial distribution of contour segments). We test it with two different segment angle quantization schemes (using A bins, A ∈ {18,36}), five different segment lengths (SL ∈ {3,5,7,9,11}) and one multi-scale case (SL =”MS”) which concatenates all five feature vectors derived from the five different segment lengths.

SDoCS was compared against the 51 feature sets tested by Dong et al. [1, 9] and another contour model derived from shape recognition. A pair-of-pairs based evaluation method and a ranking-based evaluation method [1, 9] were applied. The results show that the proposed method outperforms all the other feature sets in the pairs-of-pairs task and all but two feature sets in the ranking task.

We feel that the key point, however, is that we have showed the usefulness of long-range HOS in computing texture similarity and hope that this will inspire other developments of texture features based on such information.


Figure 1: Each of the three columns shows two images derived from the same texture sample (although not the same physical texture area). The upper row shows unprocessed images. The lower row shows, from left to right, the corresponding contour map, power spectrum image and randomized, blocked image.

Figure 2: A representation of the basic information flow: (a) original texture image; (b) skeleton map; (c) segment map. For display purposes, only a part of pixels is shown for each approximate segment; and (d) the joint histogram (upper) and basic aura matrix [8] (lower, only one is shown here).
This paper addresses the challenge of establishing a bridge between deep convolutional neural networks and conventional object detection frameworks for accurate and efficient generic object detection. We introduce Dense Neural Patterns (DNP), which are dense local features derived from discriminatively trained deep convolutional neural networks. DNPs can be easily plugged into conventional detection frameworks in the same way as other dense local features (like HOG or LBP). The effectiveness of the proposed approach is demonstrated with the Regionlets object detection framework. It is the first approach efficiently applying deep convolutional features for conventional object detection models.

Detecting generic objects in high-resolution images is one of the most valuable pattern recognition tasks, useful for large-scale image labeling, scene understanding, action recognition, self-driving vehicles and robotics. At the same time, accurate detection is a highly challenging task due to cluttered backgrounds, occlusions, and perspective changes. Predominant approaches use deformable template matching with hand-designed features. However, these methods are not flexible when dealing with variable aspect ratios. Wang et al. recently proposed a radically different approach, named Regionlets, for generic object detection [4]. It extends classic cascaded boosting classifiers with a two-layer feature extraction hierarchy, and is specifically designed for region based object detection. Despite the success of these sophisticated detection methods, the features employed in these frameworks are still traditional features based on low-level cues such as histogram of oriented gradients (HOG), local binary patterns (LBP) or covariance [3] built on image gradients.

With the success in large scale image classification [1], object detection using a deep convolutional neural network also shows promising performance [2]. The dramatic improvements from the application of deep neural networks are believed to be attributable to their capability to learn hierarchically more complex features from large data-sets. Despite their excellent performance, the application of deep CNNs has been centered around image classification, which is computationally expensive when transferred to perform object detection. Furthermore, their formulation does not take advantage of venerable and successful object detection frameworks such as DPM or Regionlets which are powerful designs for modeling object deformation, sub-categories and multiple aspect ratios.

These observations motivate us to propose an approach to efficiently incorporate a deep neural network into conventional object detection frameworks. To that end, we introduce the Dense Neural Pattern (DNP), a local feature densely extracted from an image with an arbitrary resolution using a deep convolutional neural network trained with image classification datasets. The DNPs not only encode high-level features learned from a large image data-set, but are also local and flexible like other dense local features (like HOG or LBP). It is easy to integrate DNPs into the conventional detection frameworks. More specifically, the receptive field location of a neuron in a deep CNN can be back-tracked to exact coordinates in the image. This implies that spatial information of neural activations is preserved. Activations from the same receptive field but different feature maps can be concatenated to form a feature vector for that receptive field. These feature vectors can be extracted from any convolutional layers before the fully connected layers. Because spatial locations of receptive fields are mixed in fully connected layers, neuron activations from fully connected layers do not encode spatial information. The convolutional layers naturally produce multiple feature vectors that are evenly distributed in the evaluated image crop (a 224 × 224 crop for example).

To obtain dense features for the whole image which may be significantly larger than the network input, we resort to “network-convolution” which shifts the crop location and forward-propagates the neural network until features at all desired locations in the image are extracted. As the result, for a typical PASCAL VOC image, we only need to run the neural network several times to produce DNPs for the whole image depending on the required feature stride, promising low computational cost for feature extraction. To adapt our features for the Regionlets framework, we build normalized histograms of DNPs inside each sub-region of arbitrary resolution within the detection window and add these histograms to the feature pool for the boosting learning process. DNPs can also be easily combined with traditional features in the Regionlets framework.

Our experiments show that the proposed DNPs from the top convolutional layers in deep CNN are very effective and also complementary to traditional features. It achieved 46.1% mean average precision on the PASCAL VOC 2007 dataset, and 44.1% on the PASCAL VOC 2010 dataset, which dramatically improves the original Regionlets approach without DNPs. Combining DNPs and hand-crafted low-level features produces compelling object detection performance. On the contrary, putting together lower layer features and higher layer features from the convolutional neural network does not improve the detection performance. It indicates that these features are correlated. While traditional hand-crafted features are not supervised learned which largely complement the neural network features.

The major contribution of the paper is two-fold: 1) We propose a method to incorporate a discriminatively-trained deep neural network into a generic object detection framework. This approach is very effective and efficient. 2) We apply the proposed method to the Regionlets object detection framework and achieved competitive and state-of-the-art performance on the PASCAL VOC datasets.
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We present a method for learning top-down visual saliency, which is well-suited to locate objects of interest in complex scenes. Our approach is inspired in part by the recent dictionary-based top-down saliency approaches [4, 9] and the new superpixel-based bottom-up salient object detection methods [5, 7, 8]. Specifically, we approach top-down saliency estimation as an image labeling problem in which higher saliency scores are assigned to the image locations corresponding to the target object.

Given a set of training images containing object level annotations, we first segment the images into superpixels. Additionally, we extract objectness maps of these images. For each object category, we then jointly learn a dictionary and a CRF, which leads to a discriminative model that better distinguishes target objects from the background. When given a test image and a search task, we compute sparse codes of superpixels with the corresponding dictionaries learned from data, estimate the objectness map and use the CRF model to infer saliency scores (see Figure 1).

Figure 1: System overview.

Superpixel representation. We segment the images into superpixels and represent them by means of the first and the second order statistics of simple visual features including color, edge orientation and spatial information. For this step, we employ the sigma points descriptor [3] which provides a compact and effective way of encoding statistical relationships among simple visual features.

CRF and dictionary learning for saliency estimation. We construct a CRF model with nodes $V$ representing the superpixels and edges $E$ describing the connections among them. The saliency map is determined by finding the maximum posterior $P(Y | X)$ of labels $Y = \{ y_i \}_{i=1}^n$ given the set of superpixels $X = \{ x_i \}_{i=1}^n$:

$$
\log P(Y | X, D, \theta) = \sum_{i \in V} \psi_i(y_i, x_i; D, \theta) + \sum_{(i,j) \in E} \psi_{ij}(y_i, y_j, x_i, x_j; \theta) - \log Z(\theta, D)
$$

(1)

where $y_i \in \{1, -1\}$ denotes the binary label of node $i \in V$ indicating the presence or absence of the target object, $\psi_i$ are the dictionary potentials, $y_i$ are the objectness potentials, $\phi_{ij}$ are the edge potentials, $\theta$ are the parameters of the CRF model, and $Z(\theta, D)$ is the partition function. The model parameters $\theta = (w, \beta, \rho)$ include the parameter of the dictionary potentials $w$, the parameter of the objectness potentials $\beta$ and the parameter of the edge potential $\rho$. The dictionary $D$ used in $\psi_i$ encodes the prior knowledge about the target object category.

We test the proposed model under three different settings. In setting 1, we ignore objectness potential and learn discriminative dictionaries and CRF model at superpixel level. In setting 2, we jointly learn dictionary and CRF model by including objectness prior. Setting 3 is extended version of the first one which defines the parameter of the objectness potential $\beta$ later via cross-validation, while keeping the learned dictionary $D$ and the other CRF parameters fixed.

We demonstrate the effectiveness of our approach by comparing it with several bottom-up and top-down models and a generic objectness approach (see Table 1 and 2 for overall results and Figure 2 for a sample comparison). In general, bottom-up models and generic objectness approach do not capture the object of interest due to lack of prior knowledge about the object of interest, and the patch-based top-down saliency models either partly capture the target objects or provide very coarse localizations of the target objects. Our saliency model results in considerably better top-down saliency maps.

Table 1: EER results on the Graz-02 dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>Bike</th>
<th>Car</th>
<th>People</th>
</tr>
</thead>
<tbody>
<tr>
<td>Margolin [5]</td>
<td>25.6</td>
<td>16.9</td>
<td>17.4</td>
</tr>
<tr>
<td>Perazzi [7]</td>
<td>11.4</td>
<td>13.8</td>
<td>14.3</td>
</tr>
<tr>
<td>Yang and Zhang [8]</td>
<td>14.8</td>
<td>13.7</td>
<td>14.9</td>
</tr>
<tr>
<td>Objectness [2]</td>
<td>71.5</td>
<td>48.5</td>
<td>45.9</td>
</tr>
<tr>
<td>Aldavert [1]</td>
<td>71.9</td>
<td>64.9</td>
<td>58.6</td>
</tr>
<tr>
<td>Khan and Tappen [4]</td>
<td>72.1</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Marszalek and Schmid [6]</td>
<td>61.8</td>
<td>53.8</td>
<td>44.1</td>
</tr>
<tr>
<td>Yang and Yang [9]</td>
<td>62.4</td>
<td>60.0</td>
<td>62.0</td>
</tr>
<tr>
<td>Our approach (setting 1)</td>
<td>71.9</td>
<td>61.9</td>
<td>65.5</td>
</tr>
<tr>
<td>Our approach (setting 2)</td>
<td>71.7</td>
<td>62.0</td>
<td>64.9</td>
</tr>
<tr>
<td>Our approach (setting 3)</td>
<td>73.9</td>
<td>68.4</td>
<td>68.2</td>
</tr>
</tbody>
</table>

Table 2: EER results on the PASCAL VOC 2007 dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>Bike</th>
<th>Car</th>
<th>People</th>
</tr>
</thead>
<tbody>
<tr>
<td>Margolin [5]</td>
<td>15.2</td>
<td>39.0</td>
<td>39.4</td>
</tr>
<tr>
<td>Perazzi [7]</td>
<td>46.6</td>
<td>39.7</td>
<td>40.9</td>
</tr>
<tr>
<td>Yang and Zhang [8]</td>
<td>26.3</td>
<td>51.8</td>
<td>35.4</td>
</tr>
<tr>
<td>Khan and Tappen [4]</td>
<td>27.7</td>
<td>45.8</td>
<td>42.8</td>
</tr>
<tr>
<td>Our result</td>
<td>45.7</td>
<td>35.1</td>
<td>41.4</td>
</tr>
</tbody>
</table>

Figure 2: Results for the look for a bike task. (a) Input image, and the results of (b) a bottom-up saliency model [8], (c) the objectness map generated by [2], (d) the top-down saliency model of [9] and (e) our approach.
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Matting is a useful tool for image and video editing where foreground objects need to be extracted and pasted onto a different background. A matte is represented by \( \alpha \) which defines the opacity of a pixel and is a value in \([0, 1]\), with 0 for background (\( B \)) pixels and 1 for foreground (\( F \)) pixels. There are three main approaches for image matting: In sampling-based approaches, a foreground-background sample pair is picked from few candidate samples taken from \( F \) and \( B \) regions by optimizing an objective function. This \((F,B)\) pair is then used to estimate \( \alpha \) at a pixel with color \( I \) by

\[
\alpha_i = \frac{(1-B)(F-B)}{\|F-B\|^2}.
\]

(1)

\( \alpha \)-propagation based methods assume correlation between the neighboring pixels under some image statistics and use their affinities to propagate alpha values from known regions to unknown ones. The third category is a combination of the two in which the matting problem is cast as an optimization problem.

The method proposed in this paper is based on sampling. However, there is one important difference between our method and other sampling-based approaches. Matting is cast as a sparse coding problem wherein the sparse codes directly give the estimate of the alpha matte. Hence, there is no need to use the matting equation that restricts the estimate of \( \alpha \) from a single pair of foreground and background samples. This allows the matting framework to determine \( \alpha \) based on more relevant \( F \) and \( B \) samples than with only one each of.

A dictionary of color values of \( F \) and \( B \) pixels is employed to determine the sparse codes for a pixel in an unknown region. The sum of the sparse codes for \( F \) pixels directly provides the \( \alpha \). Initially, the pixels in the trimap are classified into high-confidence and low-confidence based on probabilistic segmentation. Since the feature used for coding is color and the complexity of a region for matting is dependent on the overlap of foreground and background colors, we use probabilistic segmentation [2] as a cue to determine the confidence of a pixel as follows:

\[
p(I_i) = \frac{p_f(I_i)}{p_f(I_i) + p_b(I_i)},
\]

(2)

where \( p_f(I_i) \) is the foreground color probability value given by

\[
p_f(I_i) = \exp \left( -\frac{\sum_{k=1}^{m} \|c(I_i) - c(f_k)\|^2}{m \cdot \delta} \right).
\]

(3)

where \( c(-) \) is the RGB color value, \( m \) is the number of spatially close foreground samples. A similar formulation exists for background color probability \( p_b(I_i) \).

---

**Figure 1:** Alpha matte extracted using our proposed sparse coding method. (a) Input image, (b) Extracted matte and (c) Ground truth.

The size of the dictionary for high-confidence pixels is smaller than that for low-confidence pixels. A universal sample set is generated using a superpixel-based sampling strategy, which is detailed in the paper. For a given unknown pixel of low-confidence, the final dictionary is a larger subset of the universal sample set than that of high-confidence pixels.

Given the final dictionary \( D \) for an unknown pixel \( i \), its alpha matte is determined by sparse coding as

\[
\hat{\beta} = \arg \min \| v_i - D \beta \|_2^2 \quad s.t. \quad \| \beta \|_1 \leq 1 ; \quad \beta_i \geq 0,
\]

(4)

where \( v_i \) is the feature vector at \( i \) composed of \((R,G,B,L,a)\). The sparse codes \( \hat{\beta}_i \) are generated using a modified version of the Lasso algorithm [3]. The sparse coding procedure is presented with an appropriate set of \( F \) and \( B \) samples and the sparse coefficients sum up to less than or equal to 1. In order to avoid negative sparse coefficients, the second constraint forces all coefficients to be positive. The sparse codes corresponding to atoms in the dictionary that belong to foreground are added to form the \( \alpha \) for the unknown pixel.

The alpha matte obtained by sparse coding is further refined to obtain a smooth matte by considering the correlation between neighboring pixels’ matte. We adopt the post-processing approach [4] where a cost function consisting of the data term and a confidence value together with a smoothness term is minimized with respect to \( \alpha \).

Implementation of cost function optimization is described in the paper. The contribution of each part of our proposed method is analyzed with quantitative and qualitative experiments conducted on a benchmark database [1] used universally for image matting evaluation. Our conclusion is that the simplicity of the sparse coding model, coupled with its ability to break away from the \( F - B \) pair assumption in matting, makes it a useful tool for future insight into understanding the matting process.
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Motivation
Object viewpoint classification, also referred to as object pose estimation, is a task of interest for several applications. However, since the early days of computer vision, it has been addressed from a very “local” perspective. This perspective focuses on learning from the features on the object itself, e.g. color, texture, or gradients [1, 2], to identify the different viewpoints in which an object may appear in an image. Lately, this trend has been extended from reasoning about local visual properties of the object in the image space to properties in the 3D scene [3, 4, 5]. Despite the effectiveness of the mentioned methods, they have the weakness of ignoring scene-related cues that can assist the classification process.

Contributions
We complement existing work by exploiting scene-driven cues for object viewpoint classification. The main contributions of this work are:

- We exploit the orientation of the elongation of the object as a cue to estimate its viewpoint. For example, in Fig. 1a, even when we have no direct access to the local features of the object, we are able to predict, up to some level, the orientation of the object (Fig. 1b).

- We enforce scene-consistency in the viewpoint classification process by exploring specific regions of the scene that are more likely to host certain objects with particular features such as class, orientation or size. For example, note how the orientation of the objects in Fig. 1c is closely related to the regions of the scene in which they occur.

Figure 1: Note how the shape (a,b) and the location (c) of the bounding box of an object is related to its viewpoint.

Proposed method
Our method can be summarized in five steps (Fig. 2): First, we run a viewpoint-aware object detector to collect a set of hypotheses \( o_i \). Then, we generate a set of scene-driven object proposals \( o'_i \). Third, we estimate a correspondence descriptor \( d_i \) between each hypothesis \( o_i \) and its matching proposal \( o'_i \). Then, we estimate the elongation orientation of the hypothesis \( o_i \) via multiclass classification of the descriptor \( d_i \). Finally, the viewpoint of the objects is estimated by the fusion of the responses of the local detector and the elongation orientation classifier.

Figure 2: Algorithm Pipeline: a) Object Detection, b) Scene-driven Object Proposal Generation c) Object-hypotheses - Object-Proposal Matching, d) Elongation Classification, and e) Viewpoint Classification.

Findings
Experiments on the KITTI object detection dataset show that:

- Considering scene-driven object elongation orientations brings improvements over purely appearance-based viewpoint-aware object detectors on the task of viewpoint classification (see Fig. 3).

- Our results based on 3D object proposals confirms the emerging consensus that coarse 3D scene-level reasoning, apart from context, is specially beneficial for these problems.

- This work complements very recent work, by sending the message that there are relatively simple cues in the scene that can bring improvements for the task of object viewpoint classification.
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Motivation. Multi View Stereo (MVS) aims to establish 3D models from multiple calibrated images. Some works use region growing to estimate depth map per view, and then merge the results. They either only deal with reliable regions, or have difficulty in parallelizing. More crucially, due to the view-independent estimation, inconsistent outliers may exist and grow during propagation, producing unstable estimates across views. This leads to a large amount of estimates removed in the merging stage after consistency checking, and diminishes the reconstruction quality.

To increase robustness of depth-map-based MVS methods, we combine several techniques: Depth estimates are propagated in parallel in the local neighborhood to efficiently spread reliable depth information into regions without prominent structures. A faster coarse-to-fine strategy fills in larger holes. Most importantly, a novel cross-view filtering stage based on free-space constraints and variance filtering, enforces consistency among the depth maps of different views. Our algorithm alternates between correlation and consistency optimization. This way, noisy patches and spikes are excluded so that the subsequent depth map fusion becomes easier.

Workflow. Figure 1 shows our workflow. $I_0$, $D_0$, and $N_0$ are the input image, depth map, and normal map of a reference view at scale k. $I_k$ is the input image. Each viewselects at most 6 secondary images. Before the first propagation step at each scale, randomly shifted depths and random normals are assigned if smaller matching errors are obtained.

Initialization. For a pixel $p$, we initialize its depth $D_0(p)$ from bundler if $p$ is feature point; otherwise $D_0(p) = 0$. Its normal $N_0(p)$ including the gradients of the tangent plane in x and y directions, is initialized fronto-parallel at the coarsest scale, i.e. $N_2(p) = \{0, 0\}$. Before the estimation at each scale, $E_k$ is initialized using the existing depth and normal estimates.

Local Propagation (LP). Good depth and normal estimates are dispersed into the neighborhoods by traversing all pixels if the propagated value improves the correlation measure. The depth hypothesis considers the normal of the tilted patch. Pixels are traversed along parallel scanlines on GPU. We shorten the traversal distance of the work [2] such that more GPU threads can be assigned. In every other iteration vertical and horizontal propagations are applied alternately.

Hierarchical Framework (HF). For textureless regions with few initializations, one propagation along at the original scale is insufficient due to the locality of short scanlines. We down-scale the depth map and spread the sparse data into neighborhoods. This way, one propagation at the coarsest scale can fill most of the holes. Then the estimates are used for the consecutive finer scale by up-scaling. The overall time is also reduced since the scaling is negligible compared with the speed-up of propagation. We also down-scale the images and up-scale the normal maps.

Cross-View Filtering (CVF). Inspired by the temporally consistent optical flow estimation [3], after local propagation of all views, we perform a cross-view filtering for each reference view to improve the depth consistency. Then a second propagation spreads the optimized estimates.

The projection relationships of pixels between views are considered using the depth information. For each depth value, we find the corresponding pixels in the secondary views, and project them back into the corresponding pixels in the secondary views, and project them back into the multiview stereo evaluation website [1] demonstrate that, our work is competitive with other methods and placed among the most efficient approaches.
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Overview. We investigate class level object detection of deformable objects. To this end, we aim for cell detection in volumetric images of dense plant tissue (Arabidopsis Thaliana), obtained from a confocal laser scanning microscope. In 3D volumetric data, the detection model does not have to deal with scale, occlusion and viewpoint dependent changes of the appearance, however, our application needs high recall and precision. We implement Felzenszwalb’s Deformable Part Model for volumetric data. Corresponding locations for part training are obtained via elastic registration. We identify limitations of its star shaped deformation model and show that a pairwise connected detection model can outperform the DPM in this setting.

Contribution. We combine the ideas of discriminative detection and elastic registration by using a discriminative similarity measure with a pairwise deformation model. To this end, we show that deformable detection approaches can be formulated in a general elastic registration framework. We propose the Discriminative Deformable Model (Fig. 2(d,h)): A set of pairwisely connected patch detectors. Each patch detector is realized as a linear Support Vector Machine. The optimization of the model is cast as a discrete labeling problem (Markov Random Field) and efficiently solved with iterated graph cuts (FastPD). The patch detectors are trained jointly and yield the unary costs, while the relative motion of neighboring patches gives the binary costs of the model: Only connected patches that move inconsistently have to pay displacement penalties.

Results. We show that we can improve the detection of deformable objects in volumetric image data substantially by using the more meaningful scores from the Discriminative Deformable Model. We obtain the fine grained localization of the elastic deformation model combined with the expressive scores that stem from the discriminative data term. The strategies based on the DDM based alignment with rescoring outperform the rigid and DPM based detection approaches by a margin of 0.23 percentage points with a mean average precision of 0.75. The average intersection over union of the valid detections with the ground truth data is 0.69 (Precision Recall Graphs in Fig. 1).

Figure 1: Precision-recall Graphs of the different detection strategies for the two roots (a) r06 and (b) r14. The alignment and rescoring with the proposed Discriminative Deformable Model (DDMalign, black curve and blue curve) produces the best results, independent of the underlying detector.

Figure 2: Illustration of different detection approaches and how they deal with deformation. (a) Overlay of the rigidly aligned positive training examples. (b) A rigid detection model allows for small local deformations due to the (soft-) binning of the gradients in the HOG cells. (c) The star shaped structure of the DPM allows parts to move independently. (d) Proposed model: The parts are connected pairwisely. (e) A Detection sample that is wider than most of the training examples. (f) The rigid filter barely detects the object. (g) Every part filter of the DPM has to pay a displacement penalty. (h) The parts of the proposed model only get penalties for horizontal displacements.

Figure 3: We work with 3D volumetric data of Arabidopsis Thaliana that was recorded with a confocal laser scanning microscope. Our goal is to detect and segment single cells of a specific layer. (left) A Volume rendering of the root r06, the layer used for training and detection is colored green. (right) A slice of the original raw data.
Natural illumination from the sun and sky plays a significant role in the appearance of outdoor scenes. We propose the use of sophisticated outdoor illumination models, developed in the computer graphics community, for estimating appearance and timestamps from a large set of uncalibrated images of an outdoor scene. We first present an analysis of the relationship between these illumination models and the geolocation, time, surface orientation, and local visibility at a scene point. We then use this relationship to devise a data-driven method for estimating per-point albedo and local visibility information from a set of Internet photos taken under varying, unknown illuminations. Our approach significantly extends prior work on appearance estimation to work with sun-sky models, and enables new applications, such as computing timestamps for individual photos using shading information.

1 Modeling illumination in outdoor scenes

The illumination arriving at a point in an outdoor scene depends on several key factors, including:

- geographic location
- time and date
- surface orientation
- local visibility

Our model describes the irradiance incident at an outdoor scene point on a clear day as a function \( L(\phi, \lambda, t, \alpha, \vec{n}) \) where \( \phi, \lambda \) are latitude and longitude, \( t \) is the time and date, \( \vec{n} \) is the normal, and \( \alpha \) is the local visibility angle. This angle \( \alpha \) is a parameterization of local visibility based on a model of ambient occlusion proposed by Hauagge et al. [1], which models local geometry around a point as a cylindrical hole with angle \( \alpha \) from the normal to the opening. Figure 1 shows examples of \( L \), in the form of spheres rendered under predicted outdoor illumination at various times and \( \alpha \) angles, at a given location on Earth.

2 Method

A georegistered 3D point cloud built using SfM and MVS provides geographic location \((\phi, \lambda)\), surface normals \((\vec{n})\), and a set of observed pixel values for each point \((L_i)\). We first estimate the albedo of each point, then use the albedo to estimate lighting and capture time for each photo.

Estimating Albedo. We adopt a simple Lambertian image formation model \( I = \rho L \), where \( I \) is the observed color of a point \( L \) in a given image \( I \), \( \rho \) is the (assumed constant) albedo at that point, and \( L \) is the irradiance as defined above. Given many observations of a point \( L_i \), we derive the albedo \( \rho \) by dividing the average observed color \( \bar{E}[I] \) by an estimate of the average illumination \( \bar{E}[L] \).

Our key insight is that we can use a sun/sky model to predict illumination for a given condition, or indeed the average illumination for a given scene. For a given location, time, and visibility angle, we compute a physically-based environment map (we use the model of Hosek and Wilkie [2]) and, for each normal, integrate over the visible portion of the environment map to produce a database of spheres giving values for \( L \) at each normal direction, as illustrated in Figure 1(a-b). We then estimate expected illumination \( \bar{L}(\vec{n}, \alpha) \) as a function of normal and visibility angle by taking the average over a set of samples throughout the year.

For each point \( x \), we have a surface normal estimate \( \vec{n}_i \) from the 3D reconstruction; however we also need the visibility angle \( \alpha_i \) to look up the appropriate expected illumination \( \bar{L}(\vec{n}_i, \alpha) \). Under a simpler lighting model, Hauagge et al. showed that \( \alpha \) can be determined analytically as a function of an albedo-invariant image statistic \( \kappa_\alpha = \bar{E}[I] / \bar{E}[L]^2 \). Under our more complex illumination model, we instead relate \( \kappa \) to \( \alpha \) numerically by computing \( \kappa(\vec{n}, \alpha) \) over the predicted illumination values provided by the sun/sky model, as shown in Figure 1(c). We let \( \kappa_\alpha \) be the alpha for which \( \kappa(\vec{n}, \alpha) \) most closely matches the observed \( \kappa_\alpha \).

Estimating Time of Day. With albedos in hand, we can estimate illumination for an image by dividing each visible point’s observed color value by the estimated albedo \( L_i = \frac{I_i}{\rho_i} \). To estimate the time for that image, we can compare this estimated per-point illumination to the illumination predicted by the sun/sky model at a set of times candidate times \( t \) (potentially sampled over the entire year). The predicted time \( t^* \) is then the time for which the observed and predicted illumination are most similar.

Results. Our technique recovers the albedo of outdoor scenes more accurately than Hauagge et al. [1] and successfully identifies and discards points whose albedo cannot be recovered. The timestamp estimates using our albedo have median error under one hour (about 15 degrees of sun position) on our test datasets, which significantly outperforms random chance and a state-of-the-art single image method. Please see the full paper for more details and complete results.
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This work addresses the challenge of analysing the quality of human movements from visual information which has use in a broad range of applications, from diagnosis and rehabilitation to movement optimisation in sports science. Traditionally, such assessment is performed as a binary classification between normal and abnormal by comparison against normal and abnormal movement models, e.g. [5]. Since a single model of abnormal movement cannot encompass the variety of abnormalities, another class of methods only compares against one model of normal movement, e.g. [4]. We adopt this latter strategy and propose a continuous assessment of movement quality, rather than a binary classification, by quantifying the deviation from a normal model. In addition, while most methods can only analyse a movement after its completion e.g. [6], this assessment is performed on a frame-by-frame basis in order to allow fast system response in case of an emergency, such as a fall.

Methods such as [4, 6] are specific to one type of movement, mostly due to the features used. In this work, we aim to represent a large variety of movements by exploiting full body information. We use a depth camera and a skeleton tracker [3] to obtain the position of the main joints of the body, as seen in Fig. 1. We normalise this skeleton for global position and orientation of the camera, and for the varying height of the subjects, e.g. using Procrustes analysis.

The normalised skeletons have high dimensionality and tend to contain outliers. Thus, the dimensionality is reduced using Diffusion Maps [1] which is modified by including the extension that Gerber et al. [2] presented to deal with outliers in Laplacian Eigenmaps. The resulting high level feature vector \( Y \), obtained from the normalised skeleton at one frame, represents an individual pose and is used to build a statistical model of normal movement.

Our statistical model is made up of two components that describe the normal poses and the normal dynamics of the movement. The pose model is in the form of the probability density function (pdf) \( f_Y(y) \) of a random variable \( Y \) that takes as value \( Y = y \) our pose feature vector \( Y \). The pdf is learnt from all the frames of training sequences that contain normal instances of the movement, using a Parzen window estimator. The quality of a new pose \( y_t \) at frame \( t \) is then assessed as the log-likelihood of being described by the pose model, i.e.

\[
llh_{\text{pose}} = \log f_Y(y_t) .
\]

The dynamics model is represented as the pdf \( f_X(x_t | x_{t-1}) \) which describes the likelihood of a pose \( x_t \) at a new frame \( t \) given the poses at the previous frames. In order to compute it, we introduce \( X_t \) with value \( x_t \in [0,1] \), which is the stage of the (periodic or non-periodic) movement at frame \( t \). Note, in the case of periodic movements, this movement stage can also be seen as the phase of the movement’s cycle. Based on Markovian assumptions, we find that

\[
f_Y(y_t | y_1, \ldots, y_{t-1}) \approx f_X(y_t | x_t) f_X(x_t | x_{t-1})\]

with \( x_t \) an approximation of \( x_t \) that minimises \( f_X(x_t | x_{t-1}) \) over \( x_0, \ldots, x_{t-1} \), and \( f_X(x_t | x_{t-1}) \) is learnt from training sequences using Parzen window estimation, while \( f_X(x_t | x_{t-1}) \) is set analytically so that \( x_t \) evolves steadily during a movement.

In our experiments, these two quality measures provided a continuous quality assessment of gait on stairs on a frame-by-frame basis, as illustrated at the bottom of Fig. 1. Two thresholds, set empirically, allowed deciding when gait becomes abnormal. More details and experiments can be found in the article and on our project’s webpage.
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In this paper we address the problem of estimating the 3D pose from images. For the second part, we extend the mixture of criminative approaches that learn a mapping from image features to 3D pose estimate, estimating the 3D pose directly from the images is more focused on estimating the 2D pose, since this is already very challenging. However, many applications require the 3D pose. While some approaches have learned a mapping from image features to 3D pose, we regress the positions of the joints in 3D space without depth information and the joint locations need to be predicted in 2D pose [1]. These approaches, however, cannot be directly applied since each local image or depth feature estimates the relative locations of the joint j. In order to predict 3D joint locations from 2D images, the approach briefly described above cannot be directly applied since \( \Omega \subset \mathbb{R}^2 \) and \( \mathcal{X} \subset \mathbb{R}^3 \). The relative location \( \mathbf{d} \) of a 3D joint given the 2D location of a patch, and thus (1), are not defined. We therefore propose to perform the inference in \( \Omega' \subset \mathbb{R}^3 \) instead:

\[
\phi_j^k(x) = \sum_{y \in \Omega'} \frac{1}{|T|} \sum_{T \in T} p(j|L(P, y)) p_j(d|x, y|L(P, y)).
\]

(2)

In this formulation \( d(x, y') = x - y' \) is well defined, but the regression trees have to learn a mapping from \( P \times \Omega' \) to \( \mathcal{X} \). This causes a problem since \( P \times \Omega' \) is not observed neither for training nor for testing. However, assuming that the camera projection \( \pi \) is known, which maps a point from \( \Omega' \) to the image plane \( \Omega \), we can rephrase the problem as learning a mapping from \( P \times \Omega \times \mathcal{X} \), where the appearance of a 2D patch \( P \) depends on the 2D image location and the depth \( z \). Since we do not observe depth for training or testing, we hypothesize it by sweeping with a plane parallel to the image plane along the z-axis through a 3D volume. The patch \( P \) corresponding to the 3D point \( y' \) is then the patch centered at the projection \( \pi(y') \) in \( \Omega \) and the leaf it ends depends on \( z' \in \mathcal{Z} \):

\[
\phi_j^k(x) = \sum_{y \in \Omega} \frac{1}{|T|} \sum_{T \in T} p(j|L(P, \pi(y'), z')) p_j(d|x, y'|L(P, \pi(y'), z')).
\]

(3)

Since the appearance of patches changes for different depth values, the maximum of (3) corresponds to a set of patches that are associated to the correct hypothesized depth values and agree on the 3D joint location. Inferring 3D joint locations independently from 2D RGB images is prone to depth ambiguities. Many of the ambiguities, however, can be resolved by using a kinematic body model that provides information about constraints between joint locations. To this end, we use the well known pictorial structure model [2] that provides accurate results while keeping the inference tractable:

\[
p(X_j|L, \theta) \propto \prod_{i \in J} \psi_j(x_i, x_j|\theta_j).
\]

(4)

As proposed in [3], we use a mixture of PS models to overcome the limitations of a single tree model. Given a set of training poses \( M \), we cluster the relative poses by k-means and estimate the parameters of a PS model for each cluster. Inference is first performed for each PS model independently and the solution of the model with highest confidence is taken. We weight the confidence of each model by the prior probability of the model.

We compare our approach with other methods on HumanEva I and Human3.6m where our approach achieves state-of-the-art performance.
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Mean Shift today, is widely used for mode detection and clustering. The technique though, is challenged in practice due to assumptions of isotropy and homoscedasticity. Isotropic/scalar bandwidths tend to smooth anisotropic patterns and affect partition boundaries, while homoscedastic/global bandwidths are inappropriate when clusters (or modes) at different scales need to be identified.

We present an adaptive Mean Shift methodology that allows for anisotropic clustering, through unsupervised local bandwidth selection. The bandwidth matrices evolve naturally, adapting locally through agglomeration, and in turn guiding further agglomeration. The online methodology is practical for low-dimensional feature spaces, preserving better detail and clustering salience. Additionally, conventional Mean Shift either critically depends on a per instance choice of bandwidth, or relies on offline methods which are inflexible and/or again data instance specific. The presented approach, due to its adaptive design, also alleviates this issue - with a default form performing generally well. The methodology though, allows for effective tuning of results.

In the proposed approach, clusters arise on the fly, as a consequence of agglomeration of extant clusters. Local bandwidths which evolve anisotropically every iteration, are associated with each cluster: by design, all members of a cluster converge to the same local mode. By evolving as a function of a cluster’s aggregated trajectory points, these bandwidths are able to adapt to the underlying mode structure (shape, scale, orientation) - and in turn, guide future cluster trajectory and agglomeration. This results in robust mode detection and with increased partition saliency (Figs. 1, 2(a)). The supplementary presents a convergence proof when anisotropic bandwidths vary between Mean shift iterations, as is the case here.

The approach involves running Mean Shift fixed point iterations at cluster levels, over a single data point per cluster. Starting out as trivial clusters (solitary data points), the clusters agglomerate between iterations. By algorithm design, clusters are merged only when they are tending towards the same mode. All member points of a cluster, \( u \), which will eventually converge to a common local mode, share a common bandwidth, \( \Sigma_u \) - referred to as the local bandwidth. This bandwidth evolves every iteration, adapting to the structure of the local mode and to an extent, its basin. The standard MS fixed point iteration, is reformulated through local bandwidth based decomposition, as a fixed point update over clusters:

\[
\begin{align*}
     u^{t+1} &= f(u^t), \text{ where } f(u^t) = u, \\
     f(u^t) &= \left( \sum_{v \in T_u} \frac{1}{\xi(u)} \sum_{v \in \tau(v)} K'(|u^t - v|) \right)^{-1} \\
     &\times \left( \sum_{v \in T_u} \frac{1}{\xi(u)} \sum_{v \in \tau(v)} K'(|u^t - v|) v \right)
\end{align*}
\]

For ascertaining cluster merger, the data points in the vicinity of a cluster \( u \)’s trajectory, \( u^t \), are considered. If a data point, \( y \), in vicinity of \( u^t \), is ascertained to be heading to the same mode as \( u^t \), then by transitivity - all the members of its parent cluster, \( \Pi(y) \), are heading to that mode too - the clusters \( u \) and \( \Pi(y) \), can then be merged. The cluster which is higher up the mode (higher density) assimilates the other cluster into itself, thus accelerating convergence. This also helps in avoiding spurious merges.

The bandwidth, \( \Sigma_u \), of a cluster, \( u \), is updated every iteration utilizing \( T_u \) - the set of trajectory points arising from its constituent members.

\[
\Sigma_u = \frac{\Sigma_{\tau(v) \in \tau(v)} \rho(v)}{\sum_{\tau(v) \in \tau(v)} \rho(v)} - \eta \frac{T_u^T}{T_u}, \text{ where } \eta \frac{T_u^T}{T_u} = \frac{\sum_{\tau(v) \in \tau(v)} \rho(v)}{\sum_{\tau(v) \in \tau(v)} \rho(v)}
\]

\( \rho(v) \) is the data density in the immediate vicinity of the trajectory point \( v \) in \( T_u \). \( \eta_u \) and \( \Sigma_u \) are then the expectation, and variance of the localized distribution. Eq. 2 results in conservative but more localized and robust bandwidth estimates – more immune to long tails.

So starting with an initial base scalar, \( \Theta_{base} \), the bandwidth matrices evolve by themselves. The nice part is that just a low base value suffices for reasonably dense data, with the bandwidths scaling data driven thereon and adapting to the local structure’s scale, shape and orientation. \( \Theta_{base} \) thus becomes indicative of the minimum desired detail in the data space. This is opposed to traditional Mean Shift - where the bandwidth scalar is indicative of the scale at which data space has to be partitioned.

As Figs. 1, 2(a) indicate, reasonable local bandwidths arise, robustly identifying modes and salient clusters, by adapting according to local structure.

(a) Clustering (3 clusters) over color data (left) by the proposed approach. Segment image is shown on right.

(b) Comparative results with standard MS (left) and variable-bandwidth isotropic MS, (VarMS, right), at similar clustering levels, 25 & 27 respectively, are shown. MS with correctly chosen bandwidth detected more coherent modes than VarMS, but looses partition saliency (brushes, water, sky in background). VarMS better adapts to scales but oversegments at places, and smooths over others (face). Both smoothed over details, failed to detect some modes at lower scales (trouser edges, maroon on shirt & shoes).

Figure 1: Single domain clustering examples over color data (top row with segment and label images are shown in middle, 11 clusters), and simulated gaussian mixtures (second row) in 2D & 3D respectively. 1 – sigma final trajectory set bandwidths have been overlaid at converged mode positions. Post processing was disabled.

Figure 2: Exemplar illustrative result of our approach, AAAMS (a), is shown along with conventional MS results (b), at comparable clustering levels. As is indicated by the plots and segment images, AAAMS effectively adapts to local scale and preserves anisotropic details. This results in more salient yet parsimonius partitions.

Figure 3: Example AAAMS results are shown, along with comparisons with standard joint domain Mean Shift (JMS). A single parameter set was used for AAAMS to show its adaptivity on varied images. At similar clustering levels, 25 & 27 respectively, are shown. MS with correctly chosen bandwidth detected more coherent modes than VarMS, but looses partition saliency (brushes, water, sky in background). AAAMS better adapts to scales but oversegments at places, and smooths over others (face). Both smoothed over details, failed to detect some modes at lower scales (trouser edges, maroon on shirt & shoes).

Promising qualitative and quantitative results were attained over image and point datasets - indicating the efficacy of the presented approach. Future work would focus on experimenting with different merging schemes, and on more varied data spaces.
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Abstract. The most successful 2D object detection methods require a large number of images annotated with object bounding boxes to be collected for training. We present an alternative approach that trains on virtual data rendered from 3D models, avoiding the need for manual labeling. Growing demand for virtual reality applications is quickly bringing about an abundance of available 3D models for a large variety of object categories. While mainstream use of 3D models in vision has focused on predicting the 3D pose of objects, we investigate the use of such freely available 3D models for multicategory 2D object detection. To address the issue of dataset bias that arises from training on virtual data and testing on real images, we propose a simple and fast adaptation approach based on decorrelated features.

Background. In recent years, use of the linear SVM with Histogram of Gradients (HOG) as the features has emerged as the predominant object detection paradigm. Yet, as observed by Hariharan et al. [3], training SVMs can be expensive, especially because it usually involves costly rounds of hard negative mining. Furthermore, the training must be repeated for each object category, which makes it scale poorly with the number of categories. Hariharan et al. proposed a much more efficient alternative using Linear Discriminant Analysis (LDA). LDA is a well-known linear classifier that models the training set of examples $x$ with labels $y \in \{0,1\}$ as being generated by $p(x|y) = p(x|y)p(y)$. $p(y)$ is the prior on class labels and the class-conditioned densities are normal distributions $p(x|y) = N(x; \mu_y, \Sigma_y)$. The feature vector covariance $\Sigma_y$ is assumed to be the same for both positive and negative (background) classes. In our case, the feature is represented by $x = (I,b)$. The resulting classifier is given by the innovation in [3] was to re-use $\Sigma_y$ and $\mu_y$, the background mean, for all categories, reducing the task of learning a new category model to computing the average positive feature, $\mu_1$. This was accomplished by calculating $\Sigma$ and $\mu_0$ for the largest possible window and subsampling to estimate all other smaller window sizes. Also, $\Sigma$ was shown to have a sparse local structure, with correlation falling off sharply beyond a few nearby image locations. LDA was shown in [3] to have competitive performance to SVM, and can be implemented both as an exemplar-based [4] or as deformable parts model (DPM) [1].

Approach. We observe that estimating global statistics $S$ and $\mu_0$ once and re-using them for all tasks may work when training and testing in the same domain, but in our case, the virtual training data is likely to have different domain statistics than the target training data. In this paper, we make the assumption that the difference between positive and negative means is the same in the source and target.

Let the estimated target domain mean be $\mu_1$ and $\Sigma_1$. We first decorrelate the target input feature with its inverse square root, and then apply $\hat{w}$ directly, as shown in Figure 1(d). The resulting scoring function $f_w(x) = (T(S^{-1/2}x - \mu_1) - \mu_0)^T \hat{w}$. This corresponds to a transformation of $T(S^{-1/2}/S^{-1/2}/S^{-1/2})$ instead of the original whitening $S^{1/2}$ being applied to the difference between means to compute $\hat{w}$. Note that if source and target domains are the same, then $(T(S^{-1/2}/S^{-1/2})$ equals to $S^{-1}$ since $S$ is positive definite.

In practice, either the source or the target component of the above transformation may also work, or even statistics from similar domains. However, as shown by our experiments, dissimilar domain statistics can significantly hurt performance. Furthermore, if either source or target has only images of the positive category available, and cannot be used to properly compute background statistics, the other domain can still be used.

We also extend our approach to supervised adaptation when a few labeled examples are available in the target domain. Following [2], a simple adaptation method is used whereby the template learned on source positives is combined with a template learned on target positives, using a weighted linear combination. The key difference with our approach is that the target template uses target-specific statistics. In [2], the author uses the same background statistics as [3] which were estimated on 10,000 natural images from the PASCAL VOC 2010 dataset. Based on our analysis, even though these background statistics were estimated from a very large amount of real image data, they will not work for all domains. Our results confirms this claim.

We evaluate our technique by training on virtual labeled examples and testing on real images from a benchmark domain adaptation dataset. We compare two kinds of virtual data, one rendered with real-image textures and one without. The evaluation demonstrates that with our method, performance of classifiers trained on virtual data is comparable to that of classifiers trained on large-scale real image domains.
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**Introduction:** The goal of the Perspective-n-Point (PnP) problem is to estimate the position and orientation of a calibrated camera from a set of \( n \) 3D-to-2D point matches. State-of-the-art PnP solutions assume that these correspondences may be corrupted by noise and show robustness against large amounts of it. Yet, none of these works considers that the particular structure of the uncertainty associated to each correspondence could indeed be used to further improve the accuracy of the estimated pose. Specifically, existing solutions, as [3, 4], assume all 2D correspondences to be affected by the same model of noise, a zero mean Gaussian distribution, and consider all correspondences to equally contribute to the estimated pose, independently of the precision of their actual location.

**Contributions:** In this paper we propose a real-time and accurate PnP solution that exploits the fact that in practice the 2D features are estimated with the same accuracy (see Fig.1(a,b)). Assuming a model of such feature uncertainties is known in advance, we reframe the PnP problem as a Maximum Likelihood minimization approximated by an unconstrained Sampson error function, which naturally penalizes the most noisy correspondences. Pre-estimating feature uncertainty in real experiments is, though, not easy. In this paper we model it as 2D Gaussian distributions representing the sensitivity of the underlying 2D feature detectors to different camera viewpoints. When using these noise models with our PnP formulation we still obtain promising pose estimation results that outperform most recent approaches.

**Method:** Let \( \mathbf{u}_i = [u_i, v_i]^\top \) be an observed 2D point obtained using a feature detector. This observed value can be regarded as the true 2D projection \( \mathbf{u}_i \) perturbed by a random variable \( \Delta \mathbf{u}_i \),

\[
\mathbf{u}_i = \mathbf{u}_i + \Delta \mathbf{u}_i
\]

We assume that \( \Delta \mathbf{u}_i \) is small, independent and unbiased, and model it as a Gaussian distribution with expectation \( E[\Delta \mathbf{u}_i] = 0 \) and \( 2 \times 2 \) covariance matrix \( E[\Delta \mathbf{u}_i \Delta \mathbf{u}_i^\top] = \mathbf{C}_u \), which is known in advance.

Taking into account these uncertainties the PnP problem can be solved as the following Maximum Likelihood for all \( n \) correspondences,

\[
\arg\min_{\Delta \mathbf{u}} \sum_{i=1}^{n} \left\| \mathbf{u}_i - \mathbf{V}_i \mathbf{M}_u \mathbf{x} - \Delta \mathbf{V}_i \mathbf{M}_u \mathbf{x} \right\|^2_{\mathbf{C}_u^{-1}} \quad \text{subject to} \quad \mathbf{M}_q \mathbf{x} = \mathbf{0}
\]

where \( \mathbf{M}_q \mathbf{x} = 0 \) enforce the 3D-to-2D projective constraints of the noise-free correspondences and \( \mathbf{x} \) represents a set of control points in camera coordinates. Since we assumed the uncertainty \( \Delta \mathbf{u}_i = [\Delta u_i, \Delta v_i]^\top \) to be small, the perspective constraint can be approximated using first order perturbation analysis

\[
\mathbf{M}_q \mathbf{x} = \mathbf{M}_q \mathbf{x} - \Delta \mathbf{u}_i \mathbf{V}_i \mathbf{M}_u \mathbf{x} - \Delta \mathbf{V}_i \mathbf{M}_u \mathbf{x} = 0
\]

where \( \mathbf{V}_i \mathbf{M}_u \) and \( \mathbf{V}_i \mathbf{M}_u \) are the partial derivatives of \( \mathbf{M}_u \) with respect to \( u \) and \( v \). In [2], \( \mathbf{M}_q \) encodes the perspective constraints.

Using Lagrange Multipliers Eq. 2 is rewritten as an unconstrained minimization of a Sampson Error function and solved using the Fundamental Numerical Scheme (FNS) approach [1].

Finally, once \( \mathbf{x} \) is estimated, the PnP problem is solved following the Procrustes analysis proposed in [2].

**Uncertainties estimation:** Estimating 2D feature uncertainties \( \mathbf{C}_u \) in real images is still an open problem. Our approach starts by detecting features on a given reference view \( \mathbf{V}_r \) of the object of interest. Then, we synthesize \( m \) novel views \( \{\mathbf{V}_1, \ldots, \mathbf{V}_m\} \) of the object, which sample poses around \( \mathbf{V}_r \). We then extract 2D features for each \( \mathbf{V}_i \), and reproject them back to \( \mathbf{V}_r \), creating feature point clouds (see Figure 1c).

Once features are grouped we model each cluster \( i \) with a covariance matrix \( \mathbf{C}_u \). Note that this covariance tends to be anisotropic, thus it is not rotationally invariant. To achieve this invariance we use the main gradients as done by the SIFT detector. Fig.1(d) shows how each \( \mathbf{C}_u \) is oriented with respect to the main gradients.

In practice, we found that \( \mathbf{C}_u \) accurately describes the uncertainties when the pose of \( \mathbf{V}_i \) is close to the pose of the reference \( \mathbf{V}_r \). This accuracy drops when camera moves away. In order to handle this, we defined a set of \( l \) reference images \( \{\mathbf{V}_1, \ldots, \mathbf{V}_l\} \) under different poses and each one with its own uncertainty models. We experimentally found that a grid of reference images, taken all around the 3D object at every 20° in yaw and pitch angles, yielded precise uncertainty models.

**Algorithm for real images** is split into the following three main steps:

1. Estimate an initial camera pose without considering feature uncertainties using EPPnP. Let \( \mathbf{R}(\mathbf{I})_{EPPnP} \) be this initial pose.
2. Pick the nearest reference view \( \mathbf{V}_k \). Solving \( \max_c \left( \frac{1}{c} \mathbf{I} \mathbf{C}_{ppp} \right) \), where \( \mathbf{C}_{ppp} \) is obtained using Procrustes as in [2].
3. Solve Eq. 2 using the covariances \( \mathbf{C}_u \) of the reference image \( \mathbf{V}_k \), and \( \mathbf{R}(\mathbf{I})_{EPPnP} \) for initializing the iterative process. The final pose \( \mathbf{R}(\mathbf{I})_{ICEPPnP} \) is obtained using Procrustes as in [2].

The problem of scene text recognition has gained significant importance because of its numerous applications. A variety of methods has been recently proposed that explore various theoretical and practical aspects to solve this problem. In this work, we focus towards a framework to recognize the text present in outdoor scene images. The text information carries one important property, that is, its colour in comparison to its background. Text information is always placed in such a way that it stands out from its background. In the same way, most of the time the characters in a word possess similar colour that helps us to recognize the letters of a particular word. We exploit this characteristic of text regions to solve the problem of character recognition. The character recognition pipeline is further extended to a word recognition framework where the estimated word combinations are matched against a lexicon.

The existing approaches for scene text recognition can be roughly divided into two broad categories: Region grouping based methods and object recognition based methods. In this work, we have combined region grouping method with object recognition based strategy to achieve the advantages of both techniques. First, we binarize the image using colour information and perform foreground segmentation to separate characters from background. Next, we extract shape representation features on binary images and perform character classification using a pre-trained classifier. The recognized characters form words that are fed in to a string similarity matching stage where lexicon based search is performed to find the closest matching word.

**Character Identification:** We use the bilateral regression [2] for character identification. However, our approach is different than the original method in that we only use it to estimate the horizontal location of each character in word image. The bilateral regression models the foreground pixels by using a weighted regression that assigns weight to each pixel according to its location with respect to foreground in feature space. The pixels that belong to the foreground get high weights in comparison to the pixels belonging to background. In this case, the regression model in equation 1 represents the quadratic surface that best models the pixels as a function of pixel locations.

\[
z = ax^2 + by^2 + cxy + dx + ey + f \tag{1}
\]

We enhance the operation of bilateral regression by a pre-processing step where the foreground colour is estimated a priori. We apply n-level colour quantization to achieve binary image for each quantization level. We use Minimum Variance Quantization (MVQ) originally proposed by Heckbert [3]. We quantize each word image in to three colours and analyse the respective binary maps for three quantization levels to estimate the foreground. The characters are cropped from the actual word images using the estimated horizontal location and width from bilateral regression while the height is kept same as the height of the actual word image. The segmented masks are used to crop the characters from original (coloured) image and fed into the character recognition pipeline explained next.

**Character Classification:** Similar to the character identification stage, we use colour quantization to enhance the character. We found on the basis of extensive experimentation that for a character image 2-level quantization is good enough to recover the full character pixels from background. We therefore generate two binary images corresponding to the two colour levels by assigning the pixels for each colour cluster a value ‘1’ (white similar to the previous stage), we categorize the two binary images as foreground character map by simply analysing the white pixels density along the borders of each binary map. The binary map that possesses the higher total number of corner white pixels is considered as background and the other binary map is classified as the character map. We compute HOG-SVM for character binary map representation and classification.

**Word Recognition:** The errors in character recognition are inevitable because of high interclass similarity between various characters. In order to find the correct word from various character combinations, the predicted words are aligned with the words available in the lexicon using a string similarity measure. The closest matched word in the lexicon is declared as the word in the image. We adopted a simple strategy where the alignment is performed using Lavenshtein distance.


**Computational Performance:** The proposed framework is implemented in MATLAB. The average execution time for the proposed word recognition pipeline on a standard PC is 1.7 seconds. The separate average execution time for three stages: Character Identification, Character Recognition and Word Recognition is 1.2 sec., 0.4 sec. and 0.1 sec. respectively. Note that the code is unoptimized. The execution time can be further reduced near real-time with the inclusion of code optimization and parallel processing techniques.

Conclusively, the proposed recognition method combines region grouping method with object recognition based strategy to achieve state-of-the-art performance on benchmark datasets. The proposed modification for bilateral regression based segmentation drastically improved character identification performance. The binary maps of the segmented characters have been directly used to extract shape features and fed in to the trained SVM classifier. Finally, a basic string similarity measure has been used to align the estimated words with the lexicon to remove inaccuracies. The experimental results show that proposed framework is accurate, fast, simple and exploitable for practical applications.
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Motivation. Despite the great success of recent facial landmarks localization approaches, the presence of occlusions significantly degrades the performance of the systems [2, 5]. Though occlusion occur frequently in realistic scenarios (e.g. the use of scarf or sunglasses, hands or hair on the face), very few works have addressed this problem explicitly due to the high diversity of occlusion in real world. While [4] tried to model a few synthetic occlusion patterns, the recent method of [1] dealt with the occlusion problem in more realistic sceneries. Both of them only focused on modelling the occlusion in an unstructured way, i.e. treating the visibility of each landmark independently. However in realistic conditions, the occlusion patterns (or called occluders) often occupy a continuous region instead of an individual pixel location, as depicted in Fig 2. Thereby the whole occluded region will consistently affect the landmarks localization.

Contribution. This work attempts to address the face mask reasoning and facial landmarks localization in an unified Structured Decision Forests framework. We first have built a rich face image dataset with face mask annotation. The dataset was built as an extension of the recent datasets: Caltech Occluded Faces in the Wild (COFW), Labeled Face Parts in the Wild (LFPW) and Labeled Face in the Wild (LFW). We manually annotate a portion of images in these datasets with face masks. The face mask indicates whether or not each pixel belongs to the face. Then we incorporate such additional information of dense pixel labelling into training the Structured Classification-Regression Decision Forest. The classification nodes aim at decreasing the variance of the pixel labels of the patches by using our proposed structured criterion while the regression nodes aim at decreasing the variance of the displacements between the patches and the facial landmarks. The proposed framework allows us to predict the face mask and facial landmarks locations jointly. The proposed framework with following properties. First, semi-supervised, it uses training images from the above described augmented dataset, only a portion of which are with face masks. Second, structured, it has a novel structured criterion for split function selection for the pixel labelling (face mask reasoning) problem. Third, joint classification-regression, it predicts face mask label for each pixel (classification) and the landmark locations (regression) at the same time, and more importantly it uses the face mask reasoning results to improve the accuracy of landmark localization. Experiments show our method 1) yields promising results in face mask reasoning; 2) improves the existing Decision Forests approaches in facial landmark localisation, aided by face mask reasoning.


The objective of this paper is to recognize human actions in still images. The contribution of this work is a novel framework for obtaining weak alignment of human body-parts to improve the recognition performance. Our framework implicitly exploits physical constraints of human body parts (e.g., heads are above necks, hands are attached to forearms). It uses the locations of some detected body parts to aid the alignment of some others. Specifically, we demonstrate the benefit of our framework for computing registered feature descriptors from automatically detected upper bodies and silhouettes. Fig. 1 illustrates the benefits of our approach over the grid-alignment approach.

Given the bounding box of a human, we approximate the human body by a set of deformable rectangular parts, which is similar to a DPM [1]. The goal is to align these rectangular parts between two images, referred to as reference and probe images. We formulate the problem as a minimization of a deformation energy between the parts of the reference (which are fixed as a default grid formation) and those of the probe (which deform to best match those of the reference). The energy encourages the parts to overlap the silhouette and upper body in a consistent way (between reference and probe) whilst penalizing severe deformations. The energy is defined for a configuration of parts, and it is formulated as the sum of unary and pairwise terms. Consider aligning a human specified by a bounding box \( b \) in the probe image \( I \) to another human specified by the bounding \( b^{ref} \) in the reference image \( I^{ref} \). Let \( p_1^{ref}, \ldots, p_n^{ref} \) be the default configuration of parts for the reference image at the bounding box \( b^{ref} \). We consider the following energy function for a configuration of parts \( \mathcal{P} = \{p_i\} \) of a probe image \( I \):

\[
E(\mathcal{P}) = \frac{1}{2} \sum_{i=1}^{n} ||\phi(I, p_i) - \phi(I^{ref}, p_i^{ref})||^2 + \lambda \sum_{i=1}^{n} ||\psi(p_i, \text{par}(p_i)) - \psi^{ref}(p_i^{ref})||^2. \tag{1}
\]

The above energy function factors into a sum of local and pairwise energies. \( \phi(I, p_i) \) is the feature vector computed at the location specified by part \( p_i \) of image \( I \). In this work, it is a vector of two components. The first component is the proportion of pixels inside \( p_i \) that belong to the detected upper body, and the second component is the proportion of pixels inside \( p_i \) that belong to the human segmentation. \( \text{par}(p_i) \) is the parent of \( p_i \); the parent of the root part is the provided bounding box \( b \). \( \psi \) is the function that computes the relative displacement of a part and its parent. \( \psi^{ref}(p_i) \) is the displacement computed for the default configuration of parts. The energy for a configuration of parts is given by the difference of each part at its respective location w.r.t. the corresponding part in the reference image (data term) plus a deformation cost that depends on the relative positions of each part w.r.t. the parent (spatial prior).

We align an image with a set of training (or reference) images as follows. We first divide the training images into three roughly equal subsets, based on the aspect ratios of the provided person bounding boxes. Given a probe image (either training or testing), we determine the subset that has similar aspect ratio, and compute the matching energy between the probe image and every training image in the subset. The matching energy is the difference (in the occupancy of silhouette and upper body) between the two default configurations of parts, as defined in Eq. 1. The \( m \) training images that yield the lowest matching energies, referred to as \( m \) nearest neighbors, are used as the references for aligning the probe image. This produces \( m \) configurations of parts for the probe image, defining its deformation space.

The alignment of a probe image w.r.t. its nearest neighbors can be used to compute an improved feature descriptor for any type of feature, including HOG and color. For example, consider a feature descriptor in which a HOG template is computed for each part. Using our approach, for each of the nearest neighbors, the HOG template can be computed at the deformed configuration of parts. We pool the HOGs for each corresponding part by averaging. The process can be thought as alignment-informed jittering.

Human silhouettes are obtained using a foreground/background segmentation algorithm. This algorithm is based on a joint energy minimization framework [2] that consists of energy potentials from a pose model, a color model, and texture classifiers. To localize the upper body, the Calvin upper-body detector is used.

We train a kernel SVM for each action class. The SVM kernel is a convex combination of base kernels, which capture different visual cues: HOG, SIFT, color, pose, object detection scores. Some of these cues are computed at various relative locations of the provided human bounding box, yielding a total of 20 kernels. We evaluated the descriptors on the default and on the deformed part configurations. We optimize the weights for kernel combination using randomized grid search.

Experiments on the challenging PASCAL VOC 2012 dataset show that our method outperforms the state-of-the-art on the majority of action classes.
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In this work we propose an architecture for fine-grained visual categorization that approaches expert human performance in the classification of bird species. We perform a detailed investigation of state-of-the-art deep convolutional feature implementations and fine-tuning feature learning for fine-grained classification. We observe that a model that integrates lower-level feature layers with pose-normalized extraction routines and higher-level feature layers with unaligned image features works best. Our experiments advance state-of-the-art performance on bird species recognition, with a large improvement of correct classification rates over previous methods (75\% vs. 55-65\%).

Our architecture can be organized into 4 components: keypoint detection, region alignment, feature extraction, and classification. We predict 2D locations and visibility of 13 semantic part keypoints of the birds using the DPM implementation from [1]. These keypoints are then used to warp the bird to a normalized, prototype representation. To determine the prototype representations, we propose a novel graph-based clustering algorithm for learning a compact pose normalization space. Features, including HOG, Fisher-encoded SIFT, and outputs of layers from a CNN [3], are extracted (and in some cases combined) from the warped region. The final feature vectors are then classified using an SVM.

Although we believe our methods will generalize to other fine-grained datasets, we forgo experiments on other datasets in favor of performing more extensive empirical studies and analysis of the most important factors to achieving good performance on CUB-200-2011. Specifically, we analyze the effect of different types of features, alignment models, and CNN learning methods. We believe that the results will be informative to researchers who work on object recognition in general.

Our fully automatic approach achieves a classification accuracy of 75.7\%, a 30\% reduction in error from the highest performing (to our knowledge) existing method [2]. We note that our method does not assume ground truth object bounding boxes are provided at test time (unlike many/most methods). If we assume ground truth part locations are provided at test time, accuracy is boosted to 85.4\%. These results were obtained using prototype learning using a similarity warping function computed using 5 keypoints per region, CNN fine-tuning, and concatenating features from all layers of the CNN for each region. The major factors that explain performance trends and improvements are:

1. Choice of features caused the most significant jumps in performance. The earliest methods that used bag-of-words features achieved performance in the 10 – 30\% range. Recently methods that employed more modern features like POOF, Fisher-encoded SIFT and color descriptors, and Kernel Descriptors (KDES) significantly boosted performance into the 50 – 62\% range. CNN features have helped yield a second major jump in performance to 65 – 76\%. See Figure 1.

2. Incorporating a stronger localization/alignment model is also important. Among alignment models, a similarity transformation model fairly significantly outperformed a simpler translation-based model. Using more keypoints to estimate warpings and learning pose regions yielded minor improvements in performance. See Figure 2.

3. When using CNN features, fine-tuning the weights of the network and extracting features from mid-level layers yielded substantial improvements in performance. See Figure 3.


The focus of this paper is speeding up the application of convolutional neural networks (CNNs). While delivering impressive results across a range of computer vision and machine learning tasks, these networks are computationally demanding, limiting their deployability. Convolutional layers generally consume the bulk of the processing time, and so in this work we present two simple schemes for drastically speeding up these layers. This is achieved by exploiting cross-channel or filter redundancy to construct a low rank basis of filters that are rank-1 in the spatial domain. Our methods are architecture agnostic, and can be easily applied to existing CPU and GPU convolutional frameworks for tuneable speedup performance. We demonstrate this with a real world network designed for scene text character recognition [1], showing a possible $2.5 \times$ speedup with no loss in accuracy, and $4.5 \times$ speedup with less than 1% drop in accuracy, still achieving state-of-the-art on standard benchmarks.

**Approximation Schemes.** We provide the frameworks for two methods to approximate the $N$ 3D filters $W_n$ of a convolutional layer acting on the input $z$ with $C$ channels $z^c$, such that $W_n z = \sum_{c=1}^C W^c_n z^c$. Both methods exploit the redundancy that exists between different feature channels and filters of convolutional layers.

**Scheme 1** builds upon the work of Rigamonti et al. [2] and approximates the original set of full-rank filters as a linear combination of a smaller set of separable (rank-1) filters. The separability of these filters allows convolutions to be computed much more efficiently than the full-rank filters by splitting the full convolution into horizontal convolutions followed by vertical convolution. For a layer of $N$ convolutional filters $W_n$, $n \in [1, \ldots, N]$, where each filter acts on a single channel $c$ of the 3D input, $c \in [1, \ldots, C]$, we learn a basis of $M$ separable filters $g_{m}^c$, $m \in [1, \ldots, M]$, where $M < N$, as well as the coefficients $d_{m}^c$ to linearly combine them, such that the original filter $W_n^c = \sum_{m=1}^{M} d_{m}^c g_{m}^c$, offering a speedup due to the separable convolution and smaller basis of filters required for convolution.

**Scheme 2** also employs the idea of separable convolutions, but uses a separate basis of vertical filters and horizontal filters. The original convolutional layer is approximated by a vertical convolution layer with $K$ vertical filters $\{v_k : k \in [1, \ldots, K]\}$ followed by a horizontal convolutional layer with horizontal filters $\{h_n : n \in [1, \ldots, N]\}$. This results in the original filters being approximated by the sequence of these two layers, i.e. $W_n^c \simeq \sum_{k=1}^{K} h_{k}^n \ast v_{k}^c$. The advantage of this method over Scheme 1 is that it can be plugged straight in to any CNN toolbox that supports rectangular filters.

For both schemes, the speedup can be tuned by varying the number of filters for each basis.

**Optimization.** The separable approximations can be optimized using two methods – *filter reconstruction optimization* and *data reconstruction optimization*. Filter reconstruction optimization aims to minimize the reconstruction error of the original filters by the approximation, whereas data reconstruction optimization aims to reconstruct the output of the original layer by the approximated layer for the training data inputs, minimizing the reconstruction error using traditional back-propagation of errors.

**Results.** We provide the results of our approximation schemes on scene text character recognition using the state-of-the-art classifier of [1], under different scenarios and settings. A $4.5 \times$ speedup can be obtained with virtually no loss in classifier accuracy (Fig. 2), with data reconstruction optimization improving the accuracy of both schemes.


**Figure 1: Approximation Frameworks** (a) The original convolutional layer acting on a single-channel input *i.e.* $C=1$. (b) The approximation to that layer using the method of Scheme 1. (c) The approximation to that layer using the method of Scheme 2.

**Figure 2: Approximation Results** (a) A selection of Conv2 filters from the original CNN (left), and the reconstructed versions under Scheme 1 (centre) and Scheme 2 (right), where both schemes have the same model capacity corresponding to 10x theoretical speedup. (b) The percent loss in performance as a result of the speedups attained with Scheme 2 (c). Joint data reconstruction optimizes the solution of multiple layers’ approximations jointly, rather than optimizing each layer in isolation.

**Figure 3: Qualitative Result** Text spotting using the CNN character classifiers run in sliding window mode. The maximum response map over the character classes of the CNN output with Scheme 2 indicates the scene text positions. The approximations have sufficient quality to locate the text, even at $6.7 \times$ speedup.
Stereo matching is a traditional method used to obtain 3D depth information and has been studied for decades. However, it is still difficult to apply stereo matching algorithms to practical devices due to real-time issues as well as the technique’s inability to adequately handle untextured regions. In this paper, we propose a hybrid stereo matching system to remedy the disadvantages of active and passive stereo vision.

**Stereo matching algorithm** Following Scharstein’s taxonomy [5], the stereo matching algorithm divides into four steps: matching cost computation, cost aggregation, disparity computation and disparity refinement. First of all, we calculate raw cost volume using the AD-Census [2, 6]. At this time, we use cost combining with alpha-blending for the AD-Census, and the final raw cost that is the sum of the pattern cost ($T_1$) and the non-pattern cost ($T_2$). The information permeability filtering (PF) proposed by Cevahir Cigla et al. [2] is an ASW approach that has simple parameters and provides constant operational time for calculating cost aggregation. However, because there is no proximity weight term, PF can encounter problems with images containing large untextured regions. Modified information permeability (MPF), including a proximity weight term, is defined in Section 2.2. Our proposed system uses WTA as disparity computation, because it is very simple algorithm.

**Stereo vision system design** The proposed system is composed of the stereo head and the stereo emulator. The stereo head includes a LVDS module, an LD/LED projection module and two CMOS sensors. Input from the two CMOS sensors is received in the form of 10-bit monochrome images at a resolution of 1280 x 720 pixels at a rate of 60fps. Image streams from the left & right cameras are transferred to the FPGA board through the LVDS module, which includes control signals. The stereo emulator is based on FPGA modules to obtain disparity maps from stereo pairs. The stereo emulator contains a deserialized module, a USB 3.0 controller and four FPGAs. The USB 3.0 controller transfers the results to the computer and is received parameters for FPGA. Figure 1 (a) represents our entire system. The hybrid system captures a pair of pattern images and an alternating pair of non-pattern images to evaluate disparity. The CMOS sensors are synchronized with LD/LED projection module, so that the images are obtained in operating time with the LD (pattern) in one frame and with the LED (non-pattern) in the next frame.

**Implementing stereo algorithm** Figure 1 (b) is a block diagram of the hybrid stereo vision system. The stereo matching algorithm consists of four processing elements implemented in each single FPGA. The PrePE is first composed through rectification (based on the Caltech method) and image filtering (based on bilateral filtering). The MPE Left generates a left-referenced disparity that is implemented using the algorithm described in Section 2. Certain modifications are taken into account while implementing the system on the FPGA, and usually appear in the cost aggregation. One of the issues is whether the operations can be processed in a limited clock cycle. In order to solve this problem, we allow as much parallel processing, pipeline insertion and using LUT. Also, we configure to a power of two to use the data shifter instead of the divider. Another issue is whether to use the PF 4way in cost aggregation. When implementing the FPGA in cost aggregation using the PF, data from the entire image must be saved, and hence involves cost volume. If horizontal cost volume data is assumed to be 16-bit, 4-direction processing is needed, which requires at least 570 MB. For the above reasons, other research [1, 4] implements FPGA in only the horizontal direction. However, this causes streak noise and thus increases the error due to disparity. Our system is configured to run 3way (including top-to-bottom) while maintaining consistent performance and reducing memory consumption. In this case, we use memories for two lines of aggregated cost and two lines of non-pattern images. In PostPE, we use left-right consistency check and weighted median filtering to eliminate error pixels from the results of disparity calculation. Sub-pixel estimation is implemented as a parabolic fitting the costs and is calculated to divide 4 bits more than 256 steps that are separated by a maximum disparity. So, steps of final disparity are 4096 (256x16).

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>error(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Not using pattern image</td>
<td></td>
</tr>
<tr>
<td>(Passive stereo matching)</td>
<td></td>
</tr>
<tr>
<td>PF 4way</td>
<td>61.67%</td>
</tr>
<tr>
<td>MPF 4way</td>
<td>54.54%</td>
</tr>
<tr>
<td>Using pattern image</td>
<td></td>
</tr>
<tr>
<td>(Hybrid system)</td>
<td></td>
</tr>
<tr>
<td>PF 2way (Horizontal)</td>
<td>11.39%</td>
</tr>
<tr>
<td>MPF 3way for FPGA</td>
<td>3.80%</td>
</tr>
</tbody>
</table>

Table 1: Error pixel rate on non-occlusion regions.

**Performance Evaluation** We evaluate performance in two ways: quantitative evaluation using the ground truth and qualitative evaluation using Microsoft Kinect. The ground truth is created using a space-time stereo [3]. The performance of the system is then analyzed by using different cost aggregations and comparison between passive stereo matching and hybrid system. When applying the hybrid approach, the MPF has lesser streak noises than the conventional real-time two-way PF. We also see that the MPF 3way for FPGA performs just as well as the MPF 4way, except for the fact that the sharpness of the object is different.

**Figure 1**: (a) The entire system with stereo head and stereo emulator (b) Block diagram of proposed stereo vision system

**Figure 2**: Comparison with Kinect, Left: proposed system, Right: Kinect

We proposed a hybrid stereo matching system that combines active and passive stereo vision. Using the active pattern, our system successfully detected disparity in untextured regions. Through comparison with other algorithms using the ground truth and with Microsoft Kinect, we found that our proposed system shows a significant improvement over current systems in processing untextured regions, and accurately calculates depth for a 1280 x 720 image at 60fps in indoor environments.
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**1 Motivation**

Image segmentation has been studied in computer vision for many years and yet it remains a challenging task. One major difficulty arises from the diversity of the foreground, which often results in ambiguity of background-foreground separation, especially when prior knowledge is missing. To overcome this difficulty, cosegmentation methods were proposed, where a set of images sharing some common foreground objects are segmented simultaneously. Different models have been employed for exploring such a prior of common foreground. In this paper, we propose to formulate the image cosegmentation problem using a multi-task learning framework, where segmentation of each image is viewed as one task and the prior of shared foreground is modeled via the intrinsic relatedness among the tasks. Compared with other existing methods, the proposed approach is able to simultaneously segment more than two images with relatively low computational cost. The proposed formulation, with three different embodiments, is evaluated on two benchmark datasets, the CMU iCoseg dataset and the MSRC dataset, with comparison to leading existing methods. Experimental results demonstrate the effectiveness of the proposed method.

**2 Proposed Method**

An overview of the proposed method is illustrated in Fig 1. In experiments of this paper, we first over-segment the images into superpixels and then use them as basic units for subsequent processing. For obtaining the superpixels, we use SLIC and set the number of superpixels for each image to 200. For notations, we use \( X^{i}_j \) to represent the descriptor of the \( j \)-th superpixel in the \( i \)-th image and \( y^{i}_j \) as its label.

**Feature Extraction:** for each superpixel, we extract the feature according to [15], which includes geometry measurements, color, texture and edges. The similarity measure of the superpixels is one of the most important components for image segmentation. For image cosegmentation, we need not only the similarities measure of the superpixels within each image, but also the similarities measure of superpixels across different images. For the superpixels within each image, high similarity score is assigned to superpixels which are both spatially close and feature-wise similar. For the similarities of the superpixels cross images, we use nearest neighbor to find their correspondences,

\[
A(i,j,p,q) = K(X^{i}_j, X^{i}_p) \times e^{-d_{ij}^p(q) / \sigma} \quad \text{if} \ i = p
\]

\[
A(i,j,p,q) = K(X^{i}_j, X^{i}_p) \times \text{KNN}(i,j,p,q) \quad \text{if} \ i \neq p
\]

**Visual Cosaliency:** recently visual cosaliency was proposed and utilized to initialize the image cosegmentation algorithm. In the proposed cosaliency, a superpixel is cosalient, if it is not only salient in the corresponding image but also similar to salient superpixels of other images. After computing the cosaliency score \( s^i_j(t) \), we label the top 20% of the salient superpixel as the foreground and the bottom 70% ones as background to initialize the image cosegmentation algorithm.

\[
s^i_j(t + 1) = (1 - \alpha)s^i_j(t) + \alpha \sum_{p,q:A(i,j,p,q)} S^i_p(t) \times A(i,j,p,q)
\]

**3 Experiment**

We evaluate the proposed method on two widely-used datasets: CMU iCoseg (37 sets of images, 4 to 41 images per class) and MSRC (14 sets of images, around 30 images for each set). We compared with several existing methods, some of them being the current state-of-art. For performance metric, we compute the accuracy of the segmentation result over the manually labeled mask, which includes both foreground and background.

<table>
<thead>
<tr>
<th>Model</th>
<th>iCoseg</th>
<th>MSRC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>88.67%</td>
<td>80.58%</td>
</tr>
<tr>
<td>( \ell_{2,1} )</td>
<td>87.81%</td>
<td>80.87%</td>
</tr>
<tr>
<td>Low</td>
<td>88.33%</td>
<td>81.20%</td>
</tr>
<tr>
<td>( \ell_{2,1} )</td>
<td>87.81%</td>
<td>80.87%</td>
</tr>
</tbody>
</table>

Table 1: (a) The result on iCoseg dataset. (b) The result on MSRC dataset.
The use of Riemannian manifolds and their statistics has recently gained popularity in a wide range of applications involving non-linear data modeling. For instance, they have been used to model shape changes in the brain [1] and human motion [3]. In this work we tackle the problem of approximating the Probability Density Function (PDF) of a potentially large dataset that lies on a known Riemannian manifold. We address this by creating a completely data-driven algorithm consistent with the manifold, i.e., an algorithm that yields a PDF defined exclusively on the manifold.

In the proposed finite mixture model, we simultaneously consider multiple tangent spaces, distributed along the manifold as seen in Fig. 1. We draw inspiration on the unsupervised Expectation Maximization (EM) algorithm from [2], which given data lying in an Euclidean space, automatically computes the number of model components that Minimize a Message Length (MML) cost. By representing each component as a distribution on the tangent space at its corresponding mean on the manifold, we are then able to generalize the algorithm to Riemannian manifolds and at the same time mitigate the accuracy loss produced when using a single tangent space.

Given an input dataset, [2] starts by randomly initializing a large number of components. During the Maximization (M) step, the MML criterion is used to annihilate those components not well supported by the data. In addition, upon EM convergence, the least probable mixture component is also forcibly annihilated and the algorithm continues until a minimum number of components is reached.

In order to extend [2] to Riemannian manifolds, we define each mixture component as a normal distribution on its tangent space $T_{\mu_k}M$, with a mean $\mu_k$ and a covariance matrix $\Sigma_k$:

$$p(x|\theta_k) \approx N(\mu_k, \Sigma_k)$$

where $\theta_k = (\mu_k, \Sigma_k)$. The mean $\mu_k$ is defined on the manifold $M$, while the covariance matrix $\Sigma_k$ is defined on the tangent space $T_{\mu_k}M$ with the mean at the origin. Specifically, our algorithm proceeds as follows:

Let us assume we have $K$ components after iteration $t - 1$. Then, in the E-step we compute the responsibility that each component $k$ takes for every sample $x_i$:

$$w_k^{(i)} = \frac{\alpha_k(t - 1) p(x_i|\theta_k(t - 1))}{\sum_{k=1}^{K} \alpha_k(t - 1) p(x_i|\theta_k(t - 1))}$$

for $k = 1, \ldots, K$ and $i = 1, \ldots, N$, and where $\alpha_k(t - 1)$ are the relative weights of each component $k$.

In the M-step we update the weight $\alpha_k$, the mean $\mu_k$ and covariance $\Sigma_k$ for each of the components according to:

$$\alpha_k(t) = \frac{1}{N} \sum_{i=1}^{N} w_k^{(i)} = \frac{w_k}{N}$$

$$\mu_k(t) = \arg \min_{\mu} \sum_{i=1}^{N} d\left( \frac{N}{w_k} w_k^{(i)} x^{(i)}, \mu \right)^2$$

$$\Sigma_k(t) = \frac{1}{w_k} \sum_{i=1}^{N} \left( \log p_{\mu_k(t)}(x^{(i)}) \right) \left( \log p_{\mu_k(t)}(x^{(i)}) \right)^\top$$

where $d(\cdot, \cdot)$ is the geodesic distance between two points and $\log_{\mu_k} \cdot$ is an operator that maps a point from the manifold $M$ to the tangent space $T_\mu M$ at point $\mu$.

We validate our method by providing extensive results on both synthetic and real examples. In particular, we show results on synthetic examples of a sphere and a quadric surface (see Fig. 2), and on a large and complex dataset of human poses, where the proposed model is used as a regression tool for hypothesizing the geometry of occluded parts of the body. We show that our approach outperforms the traditionally used Euclidean Gaussian Mixture Model, von Mises distributions and approaches using a single tangent space.

We start the EM by randomly initializing a large number of components. During the Maximization (M) step, the MML criteria is used to annihilate those components not well supported by the data. In addition, upon EM convergence, the least probable mixture component is also forcibly annihilated and the algorithm continues until a minimum number of components is reached.

In order to extend [2] to Riemannian manifolds, we define each mixture component as a normal distribution on its tangent space $T_{\mu_k}M$, with a mean $\mu_k$ and a concentration matrix $\Gamma_k = \Sigma_k^{-1}$:

$$p(x|\theta_k) \approx N(\mu_k, \Sigma_k)$$

where $\theta_k = (\mu_k, \Sigma_k)$. The mean $\mu_k$ is defined on the manifold $M$, while the concentration matrix $\Gamma_k$ is defined on the tangent space $T_{\mu_k}M$ with the mean at the origin. Specifically, our algorithm proceeds as follows:

Let us assume we have $K$ components after iteration $t - 1$. Then, in the E-step we compute the responsibility that each component $k$ takes for every sample $x_i$:

$$w_k^{(i)} = \frac{\alpha_k(t - 1) p(x_i|\theta_k(t - 1))}{\sum_{k=1}^{K} \alpha_k(t - 1) p(x_i|\theta_k(t - 1))}$$

for $k = 1, \ldots, K$ and $i = 1, \ldots, N$, and where $\alpha_k(t - 1)$ are the relative weights of each component $k$.

In the M-step we update the weight $\alpha_k$, the mean $\mu_k$ and covariance $\Sigma_k$ for each of the components according to:

$$\alpha_k(t) = \frac{1}{N} \sum_{i=1}^{N} w_k^{(i)} = \frac{w_k}{N}$$

$$\mu_k(t) = \arg \min_{\mu} \sum_{i=1}^{N} d\left( \frac{N}{w_k} w_k^{(i)} x^{(i)}, \mu \right)^2$$

$$\Sigma_k(t) = \frac{1}{w_k} \sum_{i=1}^{N} \left( \log_{\mu_k(t)}(x^{(i)}) \right) \left( \log_{\mu_k(t)}(x^{(i)}) \right)^\top$$

where $d(\cdot, \cdot)$ is the geodesic distance between two points and $\log_{\mu_k} \cdot$ is an operator that maps a point from the manifold $M$ to the tangent space $T_\mu M$ at point $\mu$.

We validate our method by providing extensive results on both synthetic and real examples. In particular, we show results on synthetic examples of a sphere and a quadric surface (see Fig. 2), and on a large and complex dataset of human poses, where the proposed model is used as a regression tool for hypothesizing the geometry of occluded parts of the body. We show that our approach outperforms the traditionally used Euclidean Gaussian Mixture Model, von Mises distributions and approaches using a single tangent space.

We validate our method by providing extensive results on both synthetic and real examples. In particular, we show results on synthetic examples of a sphere and a quadric surface (see Fig. 2), and on a large and complex dataset of human poses, where the proposed model is used as a regression tool for hypothesizing the geometry of occluded parts of the body. We show that our approach outperforms the traditionally used Euclidean Gaussian Mixture Model, von Mises distributions and approaches using a single tangent space.

We validate our method by providing extensive results on both synthetic and real examples. In particular, we show results on synthetic examples of a sphere and a quadric surface (see Fig. 2), and on a large and complex dataset of human poses, where the proposed model is used as a regression tool for hypothesizing the geometry of occluded parts of the body. We show that our approach outperforms the traditionally used Euclidean Gaussian Mixture Model, von Mises distributions and approaches using a single tangent space.

We validate our method by providing extensive results on both synthetic and real examples. In particular, we show results on synthetic examples of a sphere and a quadric surface (see Fig. 2), and on a large and complex dataset of human poses, where the proposed model is used as a regression tool for hypothesizing the geometry of occluded parts of the body. We show that our approach outperforms the traditionally used Euclidean Gaussian Mixture Model, von Mises distributions and approaches using a single tangent space.
Object tracking is, perhaps, the most fundamental task for any high-level video content analysis system. Decades of research on this topic have produced a diverse set of approaches and a rich collection of tracking algorithms. Most of the reported algorithms are based on object detection followed by a data association algorithm. Thus a key assumption is that a reliable object detection algorithm exists [1, 5]. These methods use the detection response to construct an object trajectory. This is accomplished by using data association based on either the detection responses or a set of short tracks called linklets that are associated with each detected object [1]. Subsequently, data association links these linklets into multi-frame trajectories. On the other hand, there are other tracking algorithms, which are based on local spatio-temporal motion patterns in the scene. More closely related to our approach are those that construct motion models for the moving objects without performing any detection [2].

In this paper we concentrate on creating long-term trajectories for unknown moving objects by using a model-free tracking algorithm. As opposed to the tracking-by-detection algorithms [5], no object detection is involved. Each individual object is tracked only by modeling the temporal relationship between sequentially occurring local motion patterns. This is achieved by constructing two sets of initial tracks that code local and global motion patterns in videos. These local motion patterns are obtained by analyzing spatially and temporally varying structures in videos [3, 4].

Initially, the video is densely sampled, spatio-temporal video volumes (STVs) are constructed, and similar ones are grouped to reduce the dimension of the search space. This is called the low-level codebook, \( C^L \). Then, a large contextual region containing many STVs (in space and time) around each pixel is examined and their compositional relationships are approximated using a probabilistic framework. They are then employed to form yet another codebook, called the high-level codebook, \( C^H \). Therefore, two codewords are assigned to each pixel, one from the low level and the other from the high level codebook. By examining pairs of sequential video frames, the matching codewords for each video pixel are transitively linked into distinct tracks, whose total number is unknown a priori and which we will refer to as linklets. The linking process is separately performed for both codebooks. This is done under the hard constraint that no two linklets may share the same pixel at the same time, i.e. the assigned codewords. The end result at this step is two sets of independent linklets obtained from the low- and high-level codebooks.

Subsequently, a set of sparse tracks, referred to as tracklets in the literature, are produced by grouping the linklets that indicate similar motion patterns (see Figure 1). This produces two sets of independent tracklets, referred to as low- and high-level tracklets, \( T^L \) and \( T^H \), respectively. Given the resulting tracklets, high-level trajectories can be generated by linking them in space and time. We achieve this by formulating the data association required as a maximum a posteriori (MAP) problem and solve it with the Markov Chain Monte Carlo Data Association (MCMCDA) algorithm. The observations are taken to be the constructed tracklets, \( O = \{ T^L, T^H \} \). Let \( \Gamma \) be a tracklet association result, which is a set of trajectories, \( \Gamma \), \( \Gamma \) is defined as a set of the connected observations which is a subset of all observations, \( \Gamma = \{ \Gamma \subseteq O \} \). The goal is to find the most probable set of object trajectories, \( \Gamma \), which is formulated as a MAP problem:

\[
\Gamma^* = \arg \max_{\Gamma} P(\Gamma|O) = \arg \max_{\Gamma} P(O|\Gamma) P(\Gamma) \tag{1}
\]

The likelihood, \( P(O|\Gamma) \) indicates how well a set of trajectories matches the observations and the prior, \( P(\Gamma) \) indicates how correct the data association is. By assuming that the likelihoods of the tracklets are conditionally independent, we can rewrite the likelihood, \( P(O|\Gamma) \), in (1) as follows:

\[
P(O|\Gamma) = \prod_{T^L \in \Gamma} P(T^L) \prod_{T^H \in \Gamma^H} P(T^H) \tag{2}
\]

We adopt Markov Chain Monte Carlo Data Association (MCMCDA) to estimate an initially unspecified number of trajectories. To this end, we formulate the tracklet association problem as a Maximum A Posteriori (MAP) problem to produce a chain of tracklets. Data association is accomplished by considering temporal continuity and motion consistency of both the low- and high-level tracklets, with the additional option of rejecting irrelevant tracklets. The final output of the data association algorithm is a partition of the set of tracklets such that those belonging to each individual object have been grouped together. Implementation of this method is described in the paper, as are the details of the all other parts of this algorithm.

Although our algorithm possesses no information regarding either an object’s color pattern or a human body model, it achieves promising results on challenging data sets. The results indicate that although the correct detections we obtain with our algorithm are comparable to the state of the art, they include more false positives. Perhaps one can expect this, since no object detection is employed in our algorithm. Recall that the scene observations that we use are motion descriptors and do not incorporate object appearance, as do object-centric trackers. As stated in the paper, the major drawback of our algorithm is the number of false positives and some problems in maintaining the trajectory identity when objects have similar shape and motion.


Compact Video Code and Its Application to Robust Face Retrieval in TV-Series

Yan Li
yan.li@vipl.ict.ac.cn
Ruiping Wang
wangruiping@ict.ac.cn
Zhen Cui
zhen.cui@vipl.ict.ac.cn
Shiguang Shan
sgshan@ict.ac.cn
Xilin Chen
xilchen@ict.ac.cn

Problem: We address the problem of video face retrieval in TV-Series which searches video clips based on the presence of specific character, given one video clip of his/her, see Figure 1. This is tremendously challenging because on one hand, faces in TV-Series are captured in largely uncontrolled conditions with complex appearance variations, and on the other hand retrieval task typically needs efficient representation with low time and space complexity.

Our Method: To solve this problem, we propose a compact and discriminative representation for the huge body of video data, named Compact Video Code (CVC). Our method first models the video clip by its sample (i.e., frame) covariance matrix to capture the video data variations in a statistical manner. Let \( F = \{f_1, f_2, \ldots, f_n\} \) be the data matrix of a video clip with \( n \) frames, where \( f_i \in \mathbb{R}^d \) denotes the \( i \)th frame with \( d \)-dimensional feature. We represent the video clip with the \( d \times d \) sample covariance matrix:

\[
C = \frac{1}{n-1} \sum_{i=1}^{n} (f_i - \bar{f})(f_i - \bar{f})^T, \tag{1}
\]

where \( \bar{f} \) is the mean of all frames in the video clip. It is well known that the nonsingular covariance matrices do not lie in a Euclidean space but on a Riemannian manifold \( M \). However, it is not trivial to learn a binary code on the manifold since typical code learning methods are devoted to operating in Euclidean space. So here we utilize the Log-Euclidean Distance (LED) to bridge the gap between Riemannian manifold and Euclidean space as in [2]:

\[
d_{\text{LED}}(C_1, C_2) = || \log(C_1) - \log(C_2) ||_F. \tag{2}
\]

To incorporate discriminative information and obtain more compact video signature, the high-dimensional covariance matrix is further encoded as a much lower-dimensional binary vector, which finally yields the proposed CVC. Specifically, each bit of the code, i.e., each dimension of the binary vector, is produced via supervised learning in a max margin framework [1], which aims to make a balance between the discriminability and stability of the code.

Discriminability: We characterize the discriminability into two parts: within class compactness (\( S_W \)) and between class separability (\( S_B \)).

\[
S_W = \sum_{c \in [1:M]} \sum_{b \in c} \text{dis}(b_m, b_n), \tag{3}
\]

\[
S_B = \sum_{c \in [1:M]} \sum_{p \in c_1} \sum_{q \in c_2, c_1 \neq c_2} \text{dis}(b_p, b_q), \tag{4}
\]

where \( M \) is the total number of training classes, \( \text{dis}() \) is the distance measurement of binary codes in Hamming space, \( b \in \{-1,1\}^{N \times K} \) denotes the binary codes of training instances, and \( N \) and \( K \) denote the total number of training instances and the length of binary code respectively. Thus, to implement a strong discrimination, we should minimize the following energy function \( E_{\text{disc}} \):

\[
E_{\text{disc}} = S_W - \lambda_1 S_B. \tag{5}
\]

Stability: To make better stability, we build the \( K \) hyperplanes by using SVM, and each generates one bit of the binary code. Concretely, we denote the \( k \)th hyperplane by \( \omega^k \) \((k = 1, \ldots, K)\), and the energy function can be formulated as follow.

\[
E_{\text{stab}} = \frac{1}{2} \sum_{k \in [1:K]} \omega^k T \omega^k + \lambda_2 \sum_{k \in [1:K]} \max(1 - b^k(\omega^k T x_i), 0), \tag{6}
\]

where \( x_i \) denotes the input feature, \( b^k \) indicates in which side of the \( k \)th hyperplane the \( i \)th training instance lies, and \( \lambda_2 \) balances the empirical training error and the hyperplane margin.

After the above analysis, we can reach the final objective function by combining Eqn. (5) and Eqn. (6) to simultaneously consider the discriminability and stability of the target binary code:

\[
\min_{b, \omega} E_{\text{disc}} + E_{\text{stab}}. \tag{7}
\]

Since the objective function is non-convex, in practice we independently optimize each individual component to iteratively update \( b \) and \( \omega \), where an efficient subgradient descend method proposed in [1] with compute-complexity \( O(NK) \) was utilized to optimize \( b \).

Experiment: Face retrieval experiments on two challenging TV-Series video databases have demonstrated the competitiveness of the proposed CVC over state-of-the-art retrieval methods. In addition, as a general video matching algorithm, our method is also evaluated in traditional video face recognition task on a standard Internet database, i.e., Youtube Celebrities, showing its quite promising performance by using an extremely compact code with only 128 bits.


While autonomously driving systems accumulate more and more sensors as well as highly specialized visual features and engineered solutions, the human visual system provides evidence that visual input and simple low level image features are sufficient for successful driving. In this paper we propose extensions (non-linear update and coherence weighting) to one of the simplest biologically inspired learning schemes (Hebbian learning). We show that this is sufficient for online learning of visual autonomous driving, where the system learns to directly map low level image features to control signals. After the initial training period, the system seamlessly continues autonomously. This extended Hebbian algorithm, qHebb, has constant bounds on time and memory complexity for training and evaluation, independent of the number of training samples presented to the system. Further, the proposed algorithm compares favorably to state of the art engineered batch learning algorithms in a visual head pose prediction challenge, where the algorithms can be more thoroughly evaluated.

The input layer of the system consists of a single gray-scale camera and a generic, holistic representation of the whole visual field, using visual Gist [4]. No information regarding what kind of track or what kind of visual features that define the track is provided in advance. The system is supposed to learn features of the track together with correct driving behavior from the visual Gist features and the manual control signals provided during the initial training phase, see Fig. 1. Table 1 summarizes previous and present approaches to this task.

The proposed approach is based on the channel representation [2] and associative learning [3]. The channel representation of a scalar entity is a coefficient vector similar to a soft histogram (Fig. 2). A corresponding representation in biological systems is the population coding of e.g. orientation in the visual field. An associative mapping \( y = Cx \) is learned, relating the channel representation, \( x \), of each image from the camera to the channel representation, \( y \), of the steering signal. Although the mapping is linear in the channel domain, non-linear relations can be represented between the original domains. Our two main contributions are an online learning rule for \( C \) with decoupled learning and forgetting rates, and a weighted variant of \( y = Cx \), where each coefficient in \( x \) is weighted with the specificity with which it predicts the control signal (encoded in \( y \)).

<table>
<thead>
<tr>
<th>Method</th>
<th>Online Driving</th>
<th>Training Data Proc. Speed</th>
</tr>
</thead>
<tbody>
<tr>
<td>CN [5]</td>
<td>No</td>
<td>Days (batch)</td>
</tr>
<tr>
<td>RFR [1]</td>
<td>Yes</td>
<td>Hours (batch)</td>
</tr>
<tr>
<td>Assoc. Hebb</td>
<td>No</td>
<td>Video rate (online)</td>
</tr>
<tr>
<td>Proposed</td>
<td>Yes</td>
<td>Video rate (online)</td>
</tr>
</tbody>
</table>

Table 1: Summary of approaches for visual autonomous driving, including Random Forest Regression (RFR) and Convolutional Networks (CN).
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In this work we deal with the problem of online segmentation and classification of visually observable actions, i.e., we have to provide labels given the fact that the visual observations arrive stream-wise on a sequential fashion and we need to decide on the label shortly after they are received, without having available the full sequence.

The video segmentation has been traditionally treated separately from the classification step, however, these two problems are correlated and can be better handled considering simultaneously the low level cues and the high level models representing the candidate classes. Generative models have been used extensively given their ability to build probabilistic models of actions and provide the posterior of assigning labels to observations. Alternatively, discriminative models better predict the conditional probability of the states given the observed features. As a result, several researchers have investigated the use of discriminative models of actions such as CRFs, SVMs [2] or random forests [1]. However, the discriminative models are not without problems, since they cannot easily handle unknown actions, since they were not part of their optimisation process.

In this paper, we show how we seek to mitigate that limitation, by employing a discriminative framework for online simultaneous segmentation and classification of visual actions, which deals effectively with unknown sequences that may interrupt the known sequential patterns. Our framework comprises of two main components: (a) a Hough transform to vote in a 3D space for the begin and end points and the label of the segmented part of the input stream. An SVM is used to model each class and to suggest putative labeled segments on the timeline. (b) A dynamic programming algorithm to identify the most plausible segments among the putative ones, by maximising an objective function for label assignment in linear time.

Hypotheses generation via discriminative voting. In the proposed discriminative voting framework we seek to identify simultaneously (a) the instances of classes \(C\) of sub-sequences in time series data, (b) the location \(x\) of the class-specific subsequence, in other words the begin and the end time point in the data. It is inspired by the framework presented in [3], which dealt with Hough transform based object detection.

Let \(\mathbf{f}_i\) denote the feature vector observed at time instance \(t\), while \(S(C,x)\) denotes the score of class \(C\) at a location \(x\). The implicit model framework obtains the overall score \(S(C,x)\) by adding up the individual probabilities \(p(C|x,\mathbf{f}_i,l_i)\) over all observations within a time window \(l_i\).

We define \(M\) action primitives, which result from clustering of the visual observation vectors \(\mathbf{f}_i\), using GMMs to represent the distributions of the observation vectors. Let \(P_i\) denote the \(i\)-th action primitive. Assuming a uniform prior over features and time locations and marginalizing over the primitive entries, we derive:

\[
S(C,x) = \sum_i p(C|P_i) \sum_{l_i} p(P_i|l_i) p(x|C,P,l_i) \\
= \sum_l w_i \times a_i(x) = W_l^T A(x)
\]

(1)

We can use maximum margin optimisation, if we observe that the score \(S(C,x)\) is a linear function of \(p(C|P_i)\), where \(A^T = [a_1 a_2 ... a_M]\), is noted as the activation vector and \(a_i\) is given by:

\[
a_i(x) = \sum_{l_i} p(x|C,P,l_i) p(P_i|l_i)
\]

(2)

The weights \(W_l^T\) are class-specific and we notice that they can be optimised in a discriminative fashion to maximise the score for correct segmentations and labels. Given the labels \(S(C,x)\) and the respective \(A(x)\) we calculate the weights \(W_l\) using multiple one-versus-all binary SVM settings. In testing we vote in the 3D space using Eq.(1) and then we apply the SVMs in a sliding time window to get the putative segments, considering only the segments that collected enough votes. An additional evaluation step is normally applied to eliminate some false positives using a likelihood-based objective function. An illustrative example of the proposed hypotheses generation process is shown in Fig.1

Hypotheses evaluation via dynamic programming. We merge the proposed \(K\) putative segments that may overlap and have the same label. Assuming only one label for each time slot, we propose a variation of the Viterbi algorithm for linear-cost label assignment with regard to the number of input frames based on the likelihood \(\delta_e\), which is calculated after the optimal assignment of time instances to classes. The optimal sequence of classes for a time segment \(t=1...T\), which contains overlapping candidate segments of different labels is given by the path \(y_t = C_1 C_2 ... C_i\), which is calculated based on dynamic programming.

Experimental Evaluation. The performance of the proposed method was evaluated on synthetic as well as on real data for action recognition (Weizmann and Berkeley MHAD). Actions were provided as segments. For the purpose of identifying actions in continuous data we concatenated those videos. We compare our method against two state of the art methods, [2] and [4], that do online segmentation like our method does. The proposed approach is of comparable accuracy to the state of the art for online stream segmentation and classification and performs considerably better in the presence of previously unseen actions.

Conclusions. Our work proposed a new framework for simultaneous segmentation and classification of sequential data interrupted by unknown actions and we have applied it on synthetic and visual action streams. Under a "closed world" assumption, our method performed similarly or better than the competing discriminative methods. When the actions of interest were interrupted by previously unseen actions our method was still able to classify them and detect the unknown ones. To knowledge, our discriminative method is the first one for online simultaneous segmentation and classification having this property.
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Salient object detection is a long-standing problem in computer vision and plays a critical role in understanding the mechanism of human visual attention. In applications that require object-level prior (e.g., image re-targeting), it is desirable that saliency detection highlights holistic objects. Lately over-segmentation techniques such as SLIC superpixel [6], Mean-shift [1], and graph-based [3] segmentations are popular among saliency detection due to their usefulness in eliminating background noise and reducing computation cost. However, individual small segments provide little information about global contents. Such schemes have limited capability on modeling global perceptual phenomena. Fig.1 shows a typical example. The entire flower tends to be perceived as a single entity by human visual system. It is easily imagined that saliency computation with the help of coarse segmentation is conducive to highlighting entire object while suppressing background. As it is important to control segmentation level to reflect proper image content, more recent work benefits from multi-scale strategies to compute saliency on both coarse and fine scales with fusion [4]. [4] merges a region to its neighbor region if it is smaller than the defined size. On the other hand, large background regions with close colors may not be merged together, if they are larger than the defined size.

In this paper we propose an alternative solution, namely by quantifying contour strength to generate varied levels. Compared to [4], we use edge/contour strength and a globalization technique during merging. Our contributions include:

1. Develop an adaptive merging strategy for salient object detection rather than using several fixed “scales”. Our method generates intrinsic optimal “scales” when the merging continues.

2. Incorporate additional global information by graph-based spectral decomposition to enhance salient contours. It is useful in salient object rendering.

3. Performance obtained is similar to other state-of-the-art methods even though simple region saliency measurements are adopted for each region.

As shown in Fig.2, our framework first performs over-segmentation on an input image by using SLIC superpixels [6], from which merging begins. To acquire holistic contour of salient objects as the merging process proceeds, we propose a modified graph-based merging scheme inspired by [3] which sets out to merge regions by quantifying a predefined region comparison criterion. Specifically before merging starts, a globalization procedure is proposed and conducted to pop out salient contours whereas suppress background clutter (Fig.2). At each level, we formulate an intermediate saliency map based on several simple region saliency measurements. Finally a salient object will be enhanced by summing across-level saliency maps (Fig.2).

Let initial SLIC superpixels be \( R_i, i = 1, 2, ..., N \). A graph \( G = (V, E) \) is defined where vertices \( V \) are superpixels, and \( E \) are edge weights. Let \( R_l = (R_{l1}, R_{l2}, ..., R_{li}) \) be a partition of \( V \) in the \( l \)-th level and \( R_{lk} \in R_l \) corresponds to its \( k \)-th part (namely region). With the constructed edge \( E \), a criterion \( D \) is defined to measure the pairwise difference of two regions \( R_i, R_j \) as:

\[
D_{ij} = D(R_i, R_j) = \text{mean}_{v \in R_i, e \in E} (\text{mean}_{v \in R_j, e \in E} (e))
\]

where “mean” is averaging operation over graph edges connecting \( R_i \) and \( R_j \). In order to adapt merging to “large” differences (strong edges), we define a threshold \( Th \) to control the bandwidth of \( D_{ij} \); at level \( l \), we fuse two components \( R_i, R_j \) in \( R_l \) if their difference \( D_{ij} \leq Th \). Suppose \( R_{il}, R_{ij}, R_{il}, ..., \) are regions that have been merged into one larger region \( R_{new} \) at this level, we then update \( R_l \leftarrow (R_l \setminus (R_{il}, R_{ij}, R_{il}, ...)) \cup R_{new} \) (“\( \setminus \)” and “\( \cup \)” are set operation), where \( R_{new} \) is the newly generated region. At next level \( l + 1 \), \( Th \) is increased as \( Th \leftarrow Th + T_s \) where \( T_s \) is a step length. In graph edge construction (i.e. \( E \)), a globalization procedure is proposed inspired by a contour detector gPh [2]. The technique attempts to achieve area completion by solving the eigen-problem on the local affinity matrix. This operation also meets the Gestalt psychological laws properties [7, 8] i.e. closure and connectivity based on which human perceive figures.

To show the effectiveness of the proposed region merging and integration scheme, each merged region is just evaluated using several simple region saliency measurements. Even though like this, we show the proposed method already can achieve competitive results against the best methods among the state-of-the-art.
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To automatically describe image content using text is one of the challenging and interesting research problems in computer vision. A complementary problem to this is to automatically associate semantically relevant image(s) given a piece of text, and is commonly referred as the image retrieval task. In this work, we address the problem of learning bilateral associations between visual and textual data. We study two complementar tasks: (i) predicting text(s) given an image (“Im2Text”), and (ii) predicting image(s) given a piece of text (“Text2Im”). While several existing methods (e.g., [1]) assume presence of data from both the modalities during the testing phase, the motivation of this work is similar to the few known works (e.g., [2]) that do not make such assumption. This means that for Im2Text, given a query image, our method retrieves a ranked list of semantically relevant texts from a plain text-corpus that has no associations between them. Similarly, for Text2Im, given a query text, retrieval is performed on a database consisting only of images.

We conduct experiments on three datasets (UIUC Pascal Sentence dataset, IAPR TC-12 benchmark, and SBU-Captioned Photo dataset), and compare our approach with WSABIE [3] and CCA. These are two well-known methods that can scale to large datasets and have been shown to work well for learning cross-modal associations. While CCA based methods have been used previously under such settings [2], WSABIE was originally proposed for the task of label-ranking and hence can not be directly applied for captions. We do this by adapting it for captions, the details of which are provided in the supplementary file. We consider two types of representations for visual and textual data. The first representation captures high-level semantics of data in the form of unimodal topic distributions learned using latent Dirichlet allocation. We refer to this as semantic representation (or SR). The second representation combines SR with cross-modal correlations learned between input and output space. We refer to this as correlated semantic representation (or CSR).

We perform experiments under different settings when textual data is in the form of either captions, or phrases, or labels. Here we discuss the two experiments when textual data is in the form of captions. In the first experiment (Exp.1), we learn dataset-specific models separately for both the tasks (Im2Text and Text2Im). And in the second experiment (Exp.2), we analyze the generalization ability of different methods across datasets. For this, instead of learning models for each dataset individually, we use the models learned using SBU dataset in Exp.1 and evaluate the performance on the other two datasets, i.e. Pascal and IAPR TC-12. Precisely, for Im2Text, we consider query images from Pascal or IAPR TC-12 dataset, and perform retrieval on the captions of SBU dataset. Similarly, for Text2Im, we consider query caption from Pascal or IAPR TC-12 dataset, and perform retrieval on the image collection of SBU dataset. In both Exp.1 and Exp.2, we use BLEU and Rouge metrics for evaluation.

Figure 2 compares the performances of different methods on IAPR TC-12 dataset (please refer the paper for more results). Here, we can observe that: (a) For all the three methods, the performance usually improves by using CSR as compared to SR. This indicates the advantage of explicitly introducing cross-correlations into data representation. (b) In cross-dataset experiment (Exp.2), the performance of all the methods degrades significantly compared to that in Exp.1. This reflects the impact of dataset specific biases, and thus emphasizes the necessity of performing cross-dataset evaluations. (c) For most of the cases, the proposed method achieves promising results and mostly outperforms existing techniques.

Figure 1: While training, given a dataset consisting of pairs of images and corresponding texts (here captions), we learn models for the two tasks (Im2Text and Text2Im) using a joint image-text representation. While testing for Im2Text, given a query image, we perform retrieval on a collection of only textual samples using the learned model. Similarly, for Text2Im, given a query text, retrieval is performed on a database consisting only of images.

1. A small yellow plane with blue and white stars flies against the blue sky.
2. The blue Angels flying over a river with a skyline in the background.
Open-World Person Re-identification by Multi-Label Assignment Inference

Brais Cancela\(^1\)
brais.cancela@udc.es

Timothy M. Hospedales\(^2\)
t.hospedales@qmul.ac.uk

Shaogang Gong\(^3\)
s.gong@qmul.ac.uk

\(^1\)VARPA Group, Universidade da Coruña, A Coruña, 15071, Spain
\(^2\)School of EECS, Queen Mary University of London, London, E1 4NS, U.K.

The task of re-identification (ReID) is defined as the recognition of the same individual at different times and locations. State-of-the-art techniques share two very strong assumptions: the total number of people in the scene is known a priori, and there exists a total overlap of identity between a camera pair, that is, every person appears in both camera views. This is unrealistic for real-world re-identification scenarios, when there is no prior information about the same people reappearing in the scene at different views. We refer to this unconstrained setting as the ‘open world’ ReID problem. The open-world problem is more challenging for two reasons: (i) the total number of unique people within each camera and the scene as a whole (cross-cameras) are both unknown, and (ii) each subject may appear in some unknown subset of the cameras.

In this paper we consider for the first time the most general open-world re-identification problem. To address this, we introduce a new Conditional Random Field (CRF) model, making three important contributions: (1) No label information is needed a priori, allowing the system to detect when a new person enters the camera network; (2) An ‘open world’ solver, that is, the model does not assume that a person will (re)appear in every camera; and (3) Producing a person count as a byproduct. Our approach provides generality that is lacking in existing state of the art closed world ReID solutions.

The objective of the CRF is to assign the most likely correct assignment of multiple id labels simultaneously to all the nodes in the CRF. We assume as input a set of \( N \) observations \( X = \{ x_i \}_{i=1}^{N} \) across different camera views. Each observation \( x_i = \{ i, t, p, v, a_i \} \) consists of: A camera \( c_i \); making the detection; the time of detection \( t_i \) (we assume cameras are synchronized); the image position \( p \) and velocity \( v \); where the person was detected; and an appearance feature \( a_i \) from the detection bounding box. The re-identification task is to correctly assign identity labels \( L = \{ l_i \}_{i=1}^{N} \), \( l_i \in \ldots L \) to all detections.

To address this task we propose a CRF \( G = (V, E) \), where each node corresponds to a person detection (observation) \( V = \{ v_i = x_i \} \). Each edge corresponds to a similarity between nodes/persons \( E = \{ e_{ij} = \{ v_i, v_j \} \} \), and the label of each node corresponds to the identity of that person/detection. Our aim is to find the set of labels \( L \) that best fits all the observations \( X \),

\[
L^* = \arg \min_L \left( \sum_i U(l_i|X) + \sum_{i,j} B(l_i,l_j|X) \right),
\]

where \( U(l_i|X) \) and \( B(l_i,l_j|X) \) denote unary and pairwise energy functions, respectively. Our algorithm proceeds in two steps, as explained in Algorithm 1. First, we solve the CRF allowing connections only between detections within the same camera. Second, we use that solution as an initial condition to build the connections between different cameras, creating the final CRF model. The structure and parameterisation of CRF at each stage is the same. We only increase the information included.

To evaluate our contribution, we focus on the challenging SAIVT-Softhio database \(^{[1]}\), that includes 150 people recorded using 8 different cameras. Different people appear in different subsets of the cameras.

Our contribution is agnostic to the appearance feature, and the base pairwise matching model used. To test our methodology, we consider the ELF \(^{[4]}\) feature along with RankSVM \(^{[2]}\) and KISS \(^{[3]}\) pairwise models. Furthermore, spatial and temporal information are included as information between cameras. As we address the open world problem with no prior information about the number of people or their camera overlap, no existing models directly apply. For baselines, we therefore define a more conventional ‘engineering’ generalisation to open world based on thresholding pairwise RankSVM and KISS scores.

To evaluate the performance of open-world problems the conventional CMC metric is insufficient. We therefore apply statistical analysis techniques. Given the final and ground truth labels, \( L^* \) and \( L_{gt} \), we evaluate all pairs. If two nodes have the same label in \( L_{gt} \) and in \( L^* \), it is a true positive; if they have different labels a true negative, and so on.

According to the obtained results (Table 1), our CRF model is more robust, as evidenced by its maintenance of high precision values. Moreover, it improves both of the base methods it is paired with. Because of the dichotomy between obtaining high precision and high recall, we conclude that the F-Score is the best overall metric to validate an open-world ReID algorithm.

A byproduct of open-world inference is a person count. Table 2 shows the estimated number of unique people among the approximately 600 detections across all three cameras. The estimated number of people along with the standard deviation of the estimate over multiple runs are given. In each case our framework improves on the baseline result, with KISS+CRF obtaining the best and most stable estimate.

### Algorithm 1: Overview of CRF algorithm for open-world ReID.

**Input:** Detections \( X \)

**Output:** Associations between detections \( L \)

```
begin
    Compute within camera weights \( W \) and \( U \).
    Solve the CRF Eq (1) with Alpha-expansion
    Solve Initial Hungarian to obtain \( H \).
    Compute across camera weights \( W \) and \( U \).
    Solve the CRF Eq (1) with Alpha-expansion.
end
```

### Table 1: Re-identification among three cameras from SAIVT (3, 5 and 8).

<table>
<thead>
<tr>
<th>Method</th>
<th>( t_1 )-Score</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naive RankSVM</td>
<td>26.2%</td>
<td>22.0%</td>
<td>42.1%</td>
</tr>
<tr>
<td>Naive KISS</td>
<td>29.5%</td>
<td>19.7%</td>
<td>66.1%</td>
</tr>
<tr>
<td>RankSVM+CRF</td>
<td>42.0%</td>
<td>53.7%</td>
<td>39.4%</td>
</tr>
<tr>
<td>KISS+CRF</td>
<td>48.3%</td>
<td>50.3%</td>
<td>49.8%</td>
</tr>
</tbody>
</table>

Table 2: Inferring the number of distinct people in the dataset.

<table>
<thead>
<tr>
<th>( G )</th>
<th>Naive RankSVM</th>
<th>Naive KISS</th>
<th>RankSVM+CRF</th>
<th>KISS+CRF</th>
</tr>
</thead>
<tbody>
<tr>
<td>48</td>
<td>61 ± 17.6</td>
<td>57.8 ± 11.2</td>
<td>69 ± 13.2</td>
<td>54.1 ± 7.9</td>
</tr>
</tbody>
</table>
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It is a common belief that in the near future, wearable technology will be the next computing revolution. Such wearable systems are intended to be used in a seamless way like a piece of clothing and they are at the basis of “lifelogging”. Among all wearable sensors, the first lifelogging cameras are recently becoming available for a large number of people: all of them use a passive record-it-all approach, automatically shooting a photo every 10-30 seconds. However, the soon-to-be enormous amount of images must be organized in order to be useful, and simply using temporal arrangement of the shots is totally unsatisfactory. This paper represents a first step towards this goal: we focused on location recognition and we propose the use of a combination of heterogeneous generative models, each one able to capture the different aspects that characterize each location. Our approach of combining evidence outperforms each individual model as well as other advanced techniques.

Challenges. Lifelog images represent a serious challenge for computer vision researchers. Cameras are usually worn around the neck or attached to clothes and this causes non-linear and unpredictable motion which causes blur and rapid changes in the scene. Figure 1 shows 54 consecutive images spanning a period of ~15 minutes over which the bearer changes location few times (kitchen, living room, garage). Notice how most of the frames are blurred, while a few are highly blurred and difficult to understand even for a human. Moreover, the illumination exhibits dramatic changes over short time periods even when the bearer stays in the same location. Another intrinsic characteristics of lifelogs is that, in a real scenario, the labeled data available to accomplish a classification task are inherently scarce: most of the images, in fact, can only be labeled by the bearer of the camera and crowd-sourcing is difficult, if not impossible.

Motivations. This paper focuses on location recognition. It exploits several recent and classical generative models used for scene understanding to propose a framework able to learn a discriminative combination of weights dealing with the several complexities of multiple heterogeneous models for each location. This choice is motivated by an intuitive and a theoretical reason:

1. The locations one visits are so different that it does not exists a single model able to fit well everywhere. Our favorite grocery store, could nicely be modeled by a full bag-of-word approach like LDA, whereas locations like kitchen or living room are probably well recognized by looking at the objects that contain, and finally contained environments like our work cubicle or our car may well be modeled by an exemplar based-method or by a panoramic reconstruction method like the epitome.

2. When none of the models in an ensemble is the true data generator (TDG) model, there usually exists a combination that can replicate the behavior of the TDG more closely than any individual model on its own.

Overview of the proposed approach. Instead of searching for the best model, or for a combination that can more closely replicate the true data generator model behavior than any individual model on its own, we looked for a discriminative combination of weights. Furthermore, we computed it per-class as, in general, different combinations of models could be better suited for different classes.

Working in a one-vs-all setting, for each class \( l \), we propose to compute the weights \( \pi_l \) which maximize the margin between the average conditional ensemble log-likelihood ratio \( A-CLLR \) of positive samples and that of negative samples (e.g., belonging to all the other classes). The average conditional log-likelihood of a set of bags of features \( \mathbf{e}^t \), is defined as follows

\[
A-CLLR = \frac{1}{T} \sum_{t=1}^{T} \log p(t' = l|\mathbf{e}^t) \tag{1}
\]

where \( t \) indexes a sample, and \( l' \) its class. The likelihood of the ensemble \( \mathcal{E} \) is the likelihood of a mixture model whose components are the \( K \) individual models \( \mathcal{M}_k \) themselves

\[
p(t' = l|\mathbf{e}^t, \mathcal{E}) \propto \sum_{k=1}^{K} \pi_k p(\mathbf{e}^t|\mathcal{M}_k) \tag{2}
\]

Our technique allows to exploit all the data in both the generative and discriminative steps. This is crucial as lifelogs cannot have a lot of training data and standard methods could overtrain.

Results. We considered the SenseCam-32 dataset, a portion of lifelog where the dataset authors highlighted 32 recurrent classes visited by the camera bearer over a period of 21 days. We compared our approach with generative combination methods like Bayesian model averaging, discriminative fusion methods and kernel methods built from the log-likelihood of the individual models. A snapshot of the results is reported in Fig.2. As visible, our combination method always outperforms each individual model in the ensemble, even with a very limited number of training images.

Further results are reported in the paper, where we also exploited the weak temporal relationships between lifelog images and tested the framework on the 67-indoor scene dataset.

![Figure 1: The first 54 images of a lifelog. Notice the high blur (red boxed images) and the dramatic changes in illumination (yellow box)](image)

![Figure 2: Model combination results on the SenseCam-32 dataset. On the x-axis the K complexities of each model \( \mathcal{M}_k \); on the y-axis the classification accuracy over the 32 classes. See the paper for details.](image)
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Motivation. Automatic recognition of human activities (or events) from video is important to many potential applications of computer vision. One of the most common approaches is the bag-of-visual-features, which aggregate space-time features globally, from the entire video clip containing complete execution of a single activity. The bag-of-visual-features does not encode the spatio-temporal structure in the video. For this reason, there is a growing interest in modeling spatio-temporal structure between visual features in order to improve the results of activity recognition.

The proposed framework. We model the spatio-temporal structure by exploiting the qualitative relationships between a pair of visual features. The proposed approach is inspired by [3, 4]. The goal is to find a pair of visual features whose spatiotemporal relationships are discriminative enough, and temporally consistent for distinguishing various activities. The framework is applied to recognize activities from a continuous live video (egocentric view) of a person performing manipulative tasks in an industrial setup. In such environments, the purpose of activity recognition is to assist users by providing on-the-fly instructions from an automatic system that maintains an understanding of the on-going activities.

In order to recognize activities in real-time, we propose a random forest with a discriminative Markov decision tree algorithm that considers a random subset of relational features at a time and Markov temporal structure that provides temporally smoothed output (Fig. 1). Our algorithm is different from conventional decision trees [2] and uses a linear SVM as a classifier at each nonterminal node and effectively explores temporal dependency at terminal nodes of the trees. We explicitly model the spatial relationships of left, right, top, bottom, very-near, near, far and very-far as well as temporal relationships of during, before and after between a pair of visual features (Fig. 2), which are selected randomly at the non-terminal nodes of a given Markov decision tree. Our hypothesis is that the proposed relationships are particularly suitable for detecting complex non-periodic manipulative tasks and can easily be applied to the existing visual descriptors such as SIFT, STIP, CUBOID and SURF.

Growing discriminative Markov decision trees. Each tree is trained separately on a random subset of frames belonging to training videos. Learning proceeds recursively by splitting the training frames at internal nodes into the respective left and right subsets. This is done in the following four stages: randomly assign all frames from each activity class to a binary label; randomly sample a pair of visual words; compute the spatiotemporal relationships histogram $h$ between them; and use a linear SVM to learn a binary split using the extracted $h$. The binary SVM at each internal node sends the frame to the left child if $w^T h > 0$ otherwise to the right child, where $w$ is the set of weights learned through the linear SVM. Using an information gain criteria, each binary split corresponds to a pair of visual words is evaluated on the training frames that falls in the current node. Finally, the split that maximizes the information gain is selected. The splitting process is repeated with the newly formed subsets until the current node is considered as a leaf node.

Inference. For real-time activity recognition, the proposed inference algorithm computes the posterior marginals $P(a_t, l^1_t \ldots l^I_t)$ of all activities $a_t$ over a frame $l_t$ given a history of visited leaf nodes is $l^1_t \ldots l^I_t$ (Fig.1b) for a particular tree $\tau$. The smoothed output over the whole forest is achieved by averaging the posterior probabilities from all $T$ trees:

$$a^*_t = \arg \max_{a_t} \sum_{\tau=1}^T P(a_t, l^1_t \ldots l^I_t)$$

Results. We evaluate our framework using an egocentric paradigm for recognizing complex manipulative tasks of assembling parts of a pump system in an industrial environment.\footnote{Dataset and source code are available at www.engineering.leeds.ac.uk/computing/research/ai/BallValve/index.htm} We compare our approach with our previous work in [1] which models the wrist-object and object-object interactions using qualitative and functional relationships. The accuracy of the proposed approach is 68.56% (using SIFT and STIP) and better than the method in [1], which is 52.09%. We also evaluated using bag-of-visual-features approach and the performance is 63.19%. This is achieved using a $\chi^2$-SVM by concatenating STIP and SIFT bag-of-visual-features. Activity-wise performance comparison of live recognition is presented in Fig. 3.

Figure 1: (a) Conventional random Decision Trees (DT). The histogram below the leaf nodes represents the posterior probability distribution $P(a_t | l^I_t)$. (b) The proposed Markov DT sample a pair of visual words and the splitting criterion is based on the relationships between the sampled words. Green dotted lines illustrate the temporal dependencies.

Figure 2: (a) A pair of visual word (‘blue dots’ and ‘black dots’) in an image. (b) Local relationships (c) Histogram representing local relationships. (d) Global relationships encode the oriented very-near, near, far and very-far relationships. (e) Temporal relationships of before, during and after over a sliding window of duration $D$.

Figure 3: (a) Comparison of the performance of live activity recognition. SIFT bag-of-words ($K = 200$) results in accuracy of 53.21% using $\chi^2$-SVM and 53.28% using conventional random forest. The method in [1] results in 52.09%. The proposed method is 66.20% ($K = 10$) significantly better than the baselines, where the random chance is 5%.


Sports team tracking poses challenges not present in conventional pedestrian tracking: motion is erratic and players wear similar uniforms with frequent inter-player occlusions. We propose a multi-level multitarget sports-team tracker, which overcomes these problems by modelling latent behaviours at both individual and player-pair levels, informed by team-level context dynamics Fig.1.

Figure 1: Multi-level tracking algorithm. Level 1: each player tracked by [1]. Level 2: player-player occlusions handled by player-pair behaviour model. Level 3: group or team-level context-dynamics gives dominant player trajectory prediction.

1 Individual player level (Level 1)

At the lowest level (Level 1), we track individual players using the state-of-the-art LGT “Local-Global” tracker [1]. This, itself involves two “layers” of tracking: a parts-based set of “local” patches (based on intensity distributions), and a “global” target model (incorporating motion, shape and colour distributions). These local and global layers each provide constraints for re-learning the other, which enables stable adaptation, shown in Fig.2.

Figure 2: Single-target tracking steps at each frame. 1-spatiotemporal prediction, 2-match local layer, 3-update patches, 4-update motion model, 5-update global layer, 6- add new patches. Adapted from [1]

2 Local group-level (Level 2)

The LGT player models (Level 1) are next augmented by an additional model at the local group-level (Level 2), which encodes the motion preferences of two or more players in close proximity, in the form of a probability distribution representing their tendency to avoid collisions. The pairwise collision-avoidance model is used to modify the local patch models and global target models of a target pair: the global motion model is modified by the collision avoidance model, providing a stronger motion prior; a prediction is made about which local patches will be occluded during the pair-wise player interaction; and remaining patches are weighted according to their predicted discriminative power during such interactions.

3 Global group-level (Level 3)

We next examine the motion of multiple players at the global group-level (Level 3). Based on player positions, provided by the lower tracking levels, we propose an adaptive approach to meshing the playing area in which the mesh resolution scales appropriately with player density. A player-voting method is then proposed which computes a region of interest (ROI), based on the distribution of player locations and their individual velocities Fig 3.

Figure 3: forming mesh according to players’ distribution. Green circle: centre of players’ distribution; Red region: potential region of interest.

The region of interest does not necessarily indicate the ball position, but may equally indicate the future ball position, or some other position of strategic importance, as predicted by the players. Using this information, it is possible to select one or more “dominant” players, who tend to move with a clearly identifiable trajectory towards the ROI, with a high degree of confidence.

Figure 4: Behavior analysis. Red bounding boxes indicate estimated ROI, Black bounding boxes show a dominant player.

In Fig.5, the group-level models enable successful tracking of interacting/occluding player-pairs where LGT fails (see the right-most player-pair in the right-most image).

Figure 5: Frames 34, 81 of volleyball sequence: LGT (left pair) and our multi-level tracker (right pair). Green/red bounding boxes denote correct/erroneous tracking respectively.

We propose a new methodology for producing temporal alignment of facial behaviour, and apply it to the analysis of the facial action units (AU) temporal segments. Therefore, our contributions are twofold. In first place, we propose a new methodology for temporal alignment of two sequences of facial behaviour. Secondly, we propose a new way of segmenting the AU temporal segments that relies on the temporal alignment of an exemplar sequence (a template) with the test sequence.

**Alignment methodology** The temporal alignment strategy builds on the work of [4]. In this work, the authors managed to project a sequence into a parametric curve embedded into a lower-dimensional space by applying Laplacian eigenmaps. Furthermore, they were able to backproject from this curve into frame space by means of a simple linear transformation. Formally, if $X = \{x_i\}_{i=1:n}$ is the original sequence, then this technique allows the construction of a continuous parametric approximation of the original sequence as:

$$X(i) = A(X)Y(i) + \bar{x}$$ \hspace{1cm} (1)

where $Y(i)$ is the curve embedded in the lower dimensional space, and $A(X)$ is a matrix that depends on the original sequence. Crucially, $Y(i)$ has an analytical form and can be derived analytically.

We then consider a family of parametric functions that represent the possible temporal transformations. For example, we can use a linear warp to account for constant differences on the speeds of actions, or a piecewise linear function. $W(\cdot; \theta)$ represents such transformation parameterised by $\theta$. If aligning the test function onto a template sequence, we define the loss function of the alignment between the template and the test sequence as:

$$\hat{\theta} = \arg\min_{\theta} \sum_i^n |x_i^{\text{templ}} - X(W(i; \theta))|^2$$ \hspace{1cm} (2)

Applying the chain rule and the fact that $Y$ can be analytically differentiated, then we can compute:

$$\frac{\partial Y(W[i; \theta])}{\partial \theta_j} = \frac{\partial Y(i)}{\partial t} \bigg|_{W[i; \theta]} \frac{\partial W[i; \theta]}{\partial \theta_j}$$ \hspace{1cm} (3)

It is then possible to minimise the loss function using a Gauss-Newton approach as:

$$\theta^{(t+1)} = \theta^{(t)} - (J_{\theta^{(t)}}^T J_{\theta^{(t)}})^{-1} J_{\theta^{(t)}}^T r(\theta^{(t)})$$ \hspace{1cm} (4)

where $J_{\theta^{(t)}}$ is the Jacobian of $X$ with respect to the warp parameters $\theta$.

**Application to AU temporal segment detection:** The AU temporal segments are defined as neutral (no activation), onset (increase of intensity of the AU), apex (maintain) and offset (decay of intensity of the AU). The task is to label each frame of a sequence accordingly. This is typically done by training per-frame classifiers. However, we propose instead to account for constant differences on the speeds of actions, or a piecewise linear function. $W(\cdot; \theta)$ represents such transformation parameterised by $\theta$. If aligning the test function onto a template sequence, we define the loss function of the alignment between the template and the test sequence as:

$$W(i; \theta) = \begin{cases} \frac{\theta_5 - \theta_1}{\theta_2 - \theta_1} i + \theta_1 & : \theta_1 < i < \theta_2 \\ \frac{\theta_2 - \theta_4}{\theta_5 - \theta_4} i + \theta_3 & : \theta_2 < i < \theta_3 \\ \frac{\theta_4}{\theta_5} i + \theta_5 & : \theta_3 < i < \theta_4 \end{cases}$$ \hspace{1cm} (5)

However, this model does not account for different AU intensities. Smiles can be low intensity (closed mouth and low intensity of the mouth corner pulling) or broad smiles (with open stretched mouth). The second model accounts for these differences. In particular, the action exemplar and the test sequence do not need to be aligned in full. Therefore, the template should reach maximum intensity. This model is illustrated on the right hand side part of in Fig. 1.

Figure 1: Depiction of the temporal alignment strategy for both of the models presented here (left: model1, right: model2).

![Figure 1](image)

The performance achieved by model 2 is the best. However, both models provide superior performance to other state of the art methods, as shown in Table 1.

Table 1: Comparison of AU temporal segment detection methods on the MMI database. $F_{1\text{act}}$ is the F1-measure after converting into AU activation.

<table>
<thead>
<tr>
<th>Systems</th>
<th>Neutral</th>
<th>Onset</th>
<th>Apex</th>
<th>Offset</th>
<th>$F_{1\text{act}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model1</td>
<td>83.42</td>
<td>50.15</td>
<td>58.30</td>
<td>57.87</td>
<td>57.87</td>
</tr>
<tr>
<td>Model2</td>
<td>85.88</td>
<td>56.32</td>
<td>79.75</td>
<td>58.95</td>
<td>80.62</td>
</tr>
<tr>
<td>Jiang et al. 2013[1]</td>
<td>78.50</td>
<td>53.38</td>
<td>72.12</td>
<td>48.73</td>
<td>67.53</td>
</tr>
<tr>
<td>Valstar et al. 2012[2]</td>
<td>76.60</td>
<td>56.75</td>
<td>69.38</td>
<td>48.87</td>
<td>62.5</td>
</tr>
<tr>
<td>Koelstra et al. 2010[2]</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>


Domain adaptation (DA) is the process in which labeled training samples available from one domain is used to improve the performance of statistical tasks performed on test samples drawn from a different domain. The domain from which the training samples are obtained is termed as the source domain and the counterpart consisting of the test samples is termed as the target domain. Few unlabeled training samples are also taken from the target domain in order to approximate its distribution.

In this paper, we propose a new method of unsupervised DA, where a set of domain invariant sub-spaces are estimated using the geometrical and statistical properties of the source and target domains. This is a modification of the work done by Gopalan et al. [2], where the geodesic path from the principal components of the source to that of the target is considered in the Grassmann manifold, and the intermediary points are sampled to represent the incremental change in the geometric properties of the data in the source and target domains. Instead of the geodesic path, we consider an alternate path of shortest length between the principal components of source and target, with the property that the intermediary sample points on the path form domain invariant sub-spaces using the concept of Maximum Mean Discrepancy (MMD) [3]. Thus we model the change in the geometric properties of data in both the domains sequentially, in a manner such that the distributions of projected data from both the domains always remain similar along the path. The entire formulation is done in the kernel space which makes it more robust to non-linear transformations.

Let $X$ and $Y$ be the source and target domains having $n_X$ and $n_Y$ number of instances respectively. If $\Phi(\cdot)$ is a universal kernel function, then in kernel space the source and target domains are $\Phi(X) \in \mathbb{R}^{n_X \times d}$ and $\Phi(Y) \in \mathbb{R}^{n_Y \times d}$ respectively. Let $K_X$ and $K_Y$ be the kernel gram matrices of $\Phi(X)$ and $\Phi(Y)$ respectively. Let $D = [X; Y]$ denote the combined source and target domain data, and the corresponding data in kernel space is given as $\Phi(D)$. The kernel gram matrix formed using $D$ is given by

$$K = \begin{bmatrix} K_{XX} & K_{XY} \\ K_{YX} & K_{YY} \end{bmatrix},$$

where $K_{XY} = \Phi(X)\Phi(Y)^T$.

Let $\Phi(X)$ and $\Phi(Y)$ represent the projections of $\Phi(X)$ and $\Phi(Y)$ respectively onto a subspace $W_i \in \mathbb{R}^{d \times p}$, which is a point on the Grassmann manifold $G_{d,p}$. Here, $d$ is the dimension of both source and target domains in RKHS and $p$ is the dimension of the optimal sub-spaces. Then, the square of the distance between the means of two domains is given as:

$$\delta^2_{ii} = tr \left( W_i^T \Phi(D)^T \Gamma_i \Phi(D) W_i \right) = tr \left( Z_i^T \Gamma_i Z_i \right)$$

where $W_i = \Phi(D)^T Z_i$, $Z_i \in \mathbb{R}^{(n_X+n_Y) \times p}$, $\Gamma_i = \begin{bmatrix} I_{1 \times 1} & -I_{1 \times 1} \\ -I_{1 \times 1} & I_{1 \times 1} \end{bmatrix}$ and $[I_{1 \times 1}]_{1 \times 1}$ are matrices containing all elements as $1$, $[I_{n_X \times n_Y}]_{1 \times n_Y}$ and $[I_{n_Y \times n_Y}]_{1 \times n_Y}$ are matrices containing all elements as $1/n_Y$, $1/n_X$ and $1/n_Y$, respectively and $Z_i$ is the unknown variable to be estimated.

If $U_{XX}$ and $U_{YY}$ are the principal components of $\Phi(X)$ and $\Phi(Y)$ respectively, it can be proved that the principal components of $\Phi(X)$ and $\Phi(Y)$ are $U_{XX} U_{XX}^T$ and $U_{YY} U_{YY}^T$ respectively. Hence, the starting point of the path $P^B$ is the principal components of $\Phi(D) = [\Phi(X); \Phi(Y)] U_{XX} U_{XX}^T$. The end point of $P^B$ can be obtained by the principal components of $\Phi(D) = [\Phi(X); \Phi(Y)] U_{YY} U_{YY}^T$. Let $U_{XX}$ and $U_{YY}$ be the principal components of $\Phi(D)$ and $\Phi(D)^T$ respectively. Also, $V_{XX}$ and $V_{YY}$ are the left eigenvectors of $K_{XX}$ and $K_{YY}$ respectively. Similarly, let $V_{XX}^T$ and $V_{YY}^T$ be the eigenvectors of $K_{XX}$ and $K_{YY}$ respectively, where $K_{XX}$ and $K_{YY}$ are the kernel gram matrices built on $\Phi(D)$ and $\Phi(D)^T$ respectively.

Let $G_i$ denote the $i^{th}$ sampled point on the geodesic path $P^G$ and the $i^{th}$ sampled point on the kernel space path $P^B$ are given by $W_i = V_{XX}^T$ and $W_i = V_{YY}^T$ respectively, while the intermediate points are denoted by $W_{i, n}$, $i = 1, \ldots, N - 1$. Now, $P^B$ is the path of shortest length if the sampled points from $P^B$ is closest to the corresponding sampled points from $P^G$, i.e. $d_{geo}(G_i, W_i)$ is minimum, $\forall i = 2, \ldots, (N' - 1)$. The square of the distance between two sub-spaces, $P_i^B$ and $P_j^B$ in the kernel space, is given as:

$$\delta_{geo}^2(G_i, W_i) = p - tr(Z_i^T \hat{K}_i \Phi(Y)^T \hat{K}_j Z_j) = p - tr(Z_i^T \Gamma_i Z_i)$$

where, $\Gamma_i = \hat{K}_i \Phi(Y)^T \hat{K}_j$. $\hat{K}_j$ is the kernel gram matrix (for $j^{th}$ sub-space in the sequence) given as $K_{YY} \Phi(Y)^T K_{YY}$.

For an optimal value of $Z_i$, $\delta^2_{ii}$ and $\delta_{geo}^2(G_i, W_i)$ given in Eqs. 1 and 2 should be minimum. The optimization framework to estimate $Z_i$ is:

maximize $tr(Z_i^T \Gamma_i^{-1} Z_i) \quad (3)$

subject to $Z_i^T Z_i = I \quad (4)$

After obtaining the set of optimal $Z_i$, $\delta^2_{ii}$ and $\delta_{geo}^2(G_i, W_i)$ are given in Eqs. 1 and 2.

Table 1: Classification accuracies (in %-age) on Office+Caltech dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>CÎA</th>
<th>DÎA</th>
<th>WÎA</th>
<th>AÎC</th>
<th>DÎC</th>
<th>WÎC</th>
</tr>
</thead>
<tbody>
<tr>
<td>GFS [2]</td>
<td>36.9</td>
<td>32.5</td>
<td>27.5</td>
<td>35.3</td>
<td>29.4</td>
<td>21.7</td>
</tr>
<tr>
<td>GFK [1]</td>
<td>36.9</td>
<td>32.5</td>
<td>31.1</td>
<td>35.6</td>
<td>29.8</td>
<td>27.2</td>
</tr>
<tr>
<td>Proposed</td>
<td>42.63</td>
<td>43.16</td>
<td>44.65</td>
<td>43.89</td>
<td>41.56</td>
<td>43.26</td>
</tr>
</tbody>
</table>

Method AÎD | CÎD | WÎD | AÎW | CÎW | DÎW |
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>GFS [2]</td>
<td>30.7</td>
<td>32.6</td>
<td>54.3</td>
<td>31.0</td>
<td>30.6</td>
</tr>
<tr>
<td>GFK [1]</td>
<td>35.2</td>
<td>35.2</td>
<td>70.6</td>
<td>34.4</td>
<td>33.7</td>
</tr>
<tr>
<td>Proposed</td>
<td>38.82</td>
<td>43.64</td>
<td>80.57</td>
<td>39.31</td>
<td>42.27</td>
</tr>
</tbody>
</table>

The proposed method of unsupervised domain adaptation handles non-linear transformation of data as well as estimates intermediate domain invariant sub-spaces, making it more efficient.
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Introduction

Multi-class image segmentation is a complex problem that poses several challenges: developing better classifiers, designing more discriminative features, finding efficient optimization techniques and modeling the relations between image pixels in different image regions. In this paper we focus on the last one. A common way to address the problem of structured prediction is to model it as a Conditional Random Field (CRF), but in this paper we take a different approach by using classification and integrating local and global semantic structure constraints directly in the features.

Our contribution is threefold. Firstly, we introduce a classification framework based on the concept of pixel neighborhoods, which captures structure constrains with a new histogram based neighborhood feature. Secondly, we propose a novel way to use the geodesic distance to compute the local pixel neighborhood. Thirdly, we introduce a new global rays based neighborhood, again using the geodesic distance, that can also capture global context.

We evaluate our method on three widely used and very challenging datasets: CamVis, MSRC-21 and the Stanford background dataset. We analyze the performance of the different parts of our model and show how they contribute to increase the segmentation performance. Furthermore, we compare to two well known and strongly related methods: auto-context [2] and the robust P² model of [1] and show an increase in performance especially around the object edges.

Results

We introduce two types of neighborhoods: an adaptive local neighborhood and a rays based global neighborhood that are able to express local or global relations respectively (see Fig. 2). The local neighborhood consists of the closest N pixels to the pixel of interest according to the geodesic distance. This allows the neighborhood to cover a patch around the pixel that aligns well to strong image gradients which often correspond to object edges. For the global neighborhood we shoot 8 rays at 45° from the pixel of interest to the borders of the image. For each ray we define a separate neighborhood, which again makes use of the geodesic transform to accumulate the pixels along the ray. In this way our global neighborhood is able to capture long range context relations.

Neighborhood classification framework

We first classify each image pixel individually based on features computed from the image. Then, for each pixel we compute one or more pixel neighborhoods and summarize the responses of the classifier over each neighborhood by computing a new histogram based feature. This is done by letting each pixel in the neighborhood vote for its most probable label based on the responses of the unary classifier. We then create a normalized histogram over all votes from the neighborhood and use the values of the histogram as features. This new feature is a compact representation of the whole neighborhood which allows for very fast training.

We use the neighborhood features to train a second classifier which is again used to classify each pixel, but in contrast to the first one, it integrates local and global constraints from the neighborhood features and is therefore able to improve the results of the first classifier significantly.

Pixel neighborhoods

We introduce a classification framework based on the concept of pixel neighborhoods as visualized in Fig. 1. We define the neighborhood \( \mathcal{N}_i \) of pixel \( i \) as a set of pixels that are related to the pixel \( i \) in some way. In the paper we explore several ways to define neighborhood pixels by making use of the geodesic distance transform defined as:

\[
    d(i,j) = \inf_{G \in P_{ij}} \int_0^l \sqrt{1 + \gamma^2(V\mathbf{I} \cdot G'(s))^2} ds,
\]

where \( P_{ij} \) is the set of all possible paths between pixels \( i \) and \( j \), \( G \) is a path from this set with length \( l \) and \( G' \) is its spatial derivative. The parameter \( \gamma \) indicates the weight between the image gradient and the spatial distance between the two pixels. For \( \gamma = 0 \) the geodesic distance becomes equivalent to the euclidean distance, while for \( \gamma = 1000 \) it is dominated by the image gradients.

Figure 1: The blue part shows the standard unary classification process, while the green part shows the neighborhood classification pipeline.

Figure 2: Visualization of the shapes of the presented neighborhoods for selected pixels (marked in black).

We introduce two types of neighborhoods: an adaptive local neighborhood and a rays based global neighborhood that are able to express local or global relations respectively (see Fig. 2). The local neighborhood

\[
    \mathcal{N}_{global} = \{ \text{pixel associated with closest image gradient} \}
\]

consists of the closest \( N \) pixels to the pixel of interest according to the geodesic distance. This allows the neighborhood to cover a patch around the pixel that aligns well to strong image gradients which often correspond to object edges. For the global neighborhood we shoot 8 rays at 45° from the pixel of interest to the borders of the image. For each ray we define a separate neighborhood, which again makes use of the geodesic transform to accumulate the pixels along the ray. In this way our global neighborhood is able to capture long range context relations.

\[
    \mathcal{N}_{radian} = \{ \text{ray associated with closest image gradient} \}
\]

Figure 3: Histogram based neighborhood features. We show the bins corresponding to the classes TREE and OBJECT as a probability map, the segmentation from the neighborhood classifier for the local and global neighborhoods and the raw unary responses. The last two columns show two of the rays of the same global neighborhood. A high value for a pixel in the global neighborhood of a ray means that there is a region of this class in this direction.

Results

We evaluate our method on three widely used and very challenging datasets: CamVis, MSRC-21 and the Stanford background dataset. We analyze the performance of the different parts of our model and show how they contribute to increase the segmentation performance. Furthermore, we compare to two well known and strongly related methods: auto-context [2] and the robust P² model of [1] and show an increase in performance especially around the object edges.
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1 Overview and Results

In this paper we approach the task of figure-ground segmentation of natural images using a novel framework to generate highly collaborative tree-based structures, called High Entropy Ensembles (HEE). While many model combination frameworks adopt rejection rules to improve the classification time of the ensembles at the cost of restricting the interactions between the different elements in the structures, throughout our work we prove that, similarly to the Cascade Classification Model [3], when execution time is not critical, better results can be obtained when encouraging that kind of interaction by combining heterogeneous suboptimal classifiers into highly connected tree-based ensembles in which the different algorithms communicate with each other to let the strengths of one overcome the weaknesses of the others and vice versa. Inspired by random-based model combination approaches [2], we do not focus on looking for the optimal classifiers to be added to the HEE, instead we pick them from a pool of randomly configured segmentation algorithms. This randomness injection increases the effectiveness of HEE while also decreasing both the computational complexity of the model creation procedure and the risk of overfitting the training data, which is a common issue for most model combination frameworks.

2 Proposed Method

The proposed method consists in a building phase that creates a figure-ground segmentation ensemble by executing an initial base step followed by a recursive sequence of bottom-up and top-down steps. The building procedure is driven by the maximization of a goodness function that defines the quality of the HEE being built. The goal of the initial base step is to identify both the first suboptimal figure-ground segmentation algorithm $a$ that needs to be added to the ensemble $T$ and its set of input image features $F_a$, as shown in Fig. 1a. Once the first node has been identified and added to the structure, the ensemble $T$ is progressively augmented by adding new suboptimal root and leaf nodes through a recursive sequence of bottom-up and top-down steps, as shown in Fig. 1b and Fig. 1c respectively. The building phase terminates once a bottom-up step followed by a top-down step do not increase the value of the goodness function computed for $T$. The resulting HEE can be used to generate the soft figure-ground segmentation map $M^*_T$ for a given image $I$ simply by providing $I$ as input to every node in $T$, as summarized in Fig. 1d. The final binary segmentation map $M_T$ for $I$ is obtained by thresholding $M^*_T$.

3 Results

An end-to-end experimental analysis is conducted in order to compare HEE against other state-of-the-art figure-ground segmentation algorithms and model combination frameworks on several challenging datasets: Weizmann Horses, Oxford Flowers 17, INRIA Graz-02 and the figure-ground variant of Pascal VOC 2010; despite the simplicity of our approach, HEE outperform all the evaluated competing methods.

4 Conclusion

The proposed method does not require any user input nor extensive tuning and constitutes a valid alternative to other frameworks when combining heterogeneous figure-ground segmentation algorithms. It is particularly interesting to observe that in many cases the set of image features automatically selected by the building phase as input features for the nodes in the HEE resembles the base set of Integral Channel Features [1] (LUV, gradient histogram and magnitude) widely used by state-of-the-art rigid object detection algorithms. This proves that, even tough the proposed model is heavily random-based, it tries to build optimal segmentation ensembles. It is an open question whether our method can pose a challenge to other similar approaches when applied to more challenging tasks, such as object classification or multi-class image segmentation.


Reconstruction of scene geometry and semantics are important problems in vision, and increasingly brought together. The state of the art in Structure from Motion and Multi View Stereo (SfM+MVS) can already create accurate, dense reconstructions of scenes. Systems such as CMPMVS [2] are freely available and produce impressive results automatically. However, when assumptions break down or there is insufficient data, noise, extraneous geometry and holes appear in the reconstruction.

We propose to solve these problems by introducing prior knowledge. We focus on the difficult class of articulating objects, such as people and animals. Prior modelling of these classes is difficult due to the articulation and large intra-class variation. We propose an automatic method for completion which does not rely on a prior model of the deformation or training data captured under controlled conditions. Instead, given far from perfect reconstructions, we simultaneously complete each using the well-reconstructed parts of the others.

This is enabled by the data-driven piecewise-rigid 3D model alignment method of Chang and Zwicker [1]. This method estimates local coordinate frames on the meshes and proposes correspondences by matching local descriptors. Each correspondence determines a rigid alignment, which is used as a label in a graph labelling problem to determine a piecewise-rigid alignment which brings the meshes into correspondence while penalising stretching edges.

Our main contributions are as follows. We present a novel, fully automatic method for the completion of noisy real SfM+MVS reconstructions which (1) exploits a set of noisy reconstructions of objects of the class, rather than relying on a large clean training set which is expensive to collect, (2) handles the articulation structure in the class of objects, allowing larger holes to be filled and with greater accuracy than a generic smoothness prior and (3) is exemplar-based, allowing details to be maintained that may be smoothed out in related learning-based approaches.

Our method takes as its input sets of images of scenes each containing an object of a specific class. For each input image set, initially yielding an incomplete and cluttered reconstruction of the whole scene, the output is a completed model of the object, created using the other reconstructions. Our method consists of a pipeline of several stages, visualised in Figure 1.

In the first stage, each scene is reconstructed using a SfM+MVS pipeline [2]. We then segment the objects from the scene by combining object detections in the images. In the third stage, we align each of the segmented source models to the target model taking into account articulation using the method of Chang and Zwicker [1]. We exploit these aligned source models to remove clutter from the target model, and hence correctly identify the holes. Finally, we choose a completion for each hole from those proposed by the aligned source models, and reconstruct the final result filling small holes using screened Poisson reconstruction [3].

As our method performs completion as a post-process, we expect it to produce a plausible reconstruction of the real object. Given the large holes, there is a large variety of appropriate solutions. This is hard to model quantitatively and so visual inspection provides the best evaluation method. Using visual inspection, we perform a qualitative evaluation of our full set of results, and show typical results in Figure 2. We also perform a quantitative analysis that proves effectiveness of our method.

We demonstrate that while small holes can be completed with local smoothness priors, completing large holes requires a global perspective. We successfully add missing parts like heads, legs and horse riders which are otherwise just smoothed out stumps. Our failure modes occur due to the registration of the models and confusing locally similar parts.

Figure 1: Our fully automatic pipeline takes at the input datasets of images, and processes each to obtain a segmented model of the object (upper row). Completion of a noisy target model from SfM+MVS reconstruction draws on the whole set of segmented models (lower row).

Figure 2: Results (i) – (iii) show the completion of real holes, in (i) the back, (ii) half of the horse, and (iii) the rider. Result (iv) shows the completion of synthetically created holes in the back. For small holes, the baseline also produces good results (i), but for larger holes, the smooth completion rounds off the hole, while our method can complete the part.
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Recovering 3D reconstruction from 2D images of a deforming object is an inherently ill-posed problem and it usually requires prior knowledge on the scene structure. Most approaches model the non-rigid shape using a low-rank shape constraint [5, 7, 12] combined with additional priors such as temporal smoothness [4, 6, 12], smooth-time trajectories [3, 8], spatial smoothness [7, 12] and inextensibility constraints [13]. Although accurate results have been obtained in recent years, these approaches process all the frames in the sequence in batch manner after video acquisition, preventing them from online and real-time applications. While sequential rigid real-time solutions exist for a sparse set of salient points [9] and even per-pixel dense reconstruction [10], online estimation of non-rigid objects from a single camera based only on the measurements up to that moment remains a challenging problem. Only recently, sequential formulations have emerged using either sparse [1, 11] or dense correspondences [2].

In this paper, we propose a sequential solution to simultaneously recover camera motion and the 3D reconstruction of non-rigid objects from 2D point tracks in a monocular image sequence as the data arrives. We employ a probabilistic linear subspace to encode the non-rigid 3D shape at each frame where the shape basis is computed by modal analysis. Our contribution is to propose a new mode shape computation algorithm that makes possible the full extension of the method to dense shapes, and a sequential expectation maximization based algorithm to solve the latent variable problem providing both efficient and more accurate solutions with respect to state-of-the-art sequential methods. Our approach works in two stages: shape basis computation and online estimation.

In stage one, we estimate a shape at rest using a few initial frames, and then the surface is discretized by means of a soup of triangular finite elements where applying the continuum mechanics. The mode shapes can be computed by modal analysis solving an eigenvalue problem [2] obtaining two non-rigid families: bending and stretching modes. The first one is affordable to compute even for dense cases, but only it is valid for out-of-plane stretching deformations. However, to code shapes undergoing stretching deformations, stretching modes have to be included in the shape basis. Unfortunately, computing these mode shapes may become prohibitive –sometimes unfeasible– for some dense cases in terms of computational and memory requirements. It is our first contribution to propose a growth of modes (Fig. 1) to easily compute all frequency spectrum and to obtain the stretching modes at quite affordable cost. We compute the mode shapes on a down-sampled shape at rest, and then the sparse shape basis is grown back to dense exploiting the shape functions within the finite element.

In stage two, equipped with this low-rank deformable shape basis, it is our second contribution to propose an online expectation maximization based algorithm over a sliding temporal window of frames to estimate the model parameters as the data arrives. Since the basis weights are modeled with hierarchical priors, these can be marginalized out and we only optimize a small number of parameters per frame obtaining a low cost system that potentially runs in real-time.

We show successful non-rigid 3D reconstruction results on several challenging sequences from highly extensible to inextensible deformations. We also show the advantages of our approach w.r.t. competing sequential methods. Our approach is also valid from sparse to dense data, do not require any training data and can deal with missing data.


Scene flow is the 3D counterpart to optical flow, describing the 3D motion field of a scene, independent of the cameras which view it. Motion estimation techniques (both scene flow and optical flow) is a fundamental tool in computer vision. It forms the basis or pre-processing step for many other algorithms, and is included in many vision libraries. These techniques are typically based upon the assumption of brightness constancy, or related assumptions such as gradient constancy and filter response constancy.

A lot of previous work has been dedicated to accurately modelling the behaviour of these consistency assumptions, in the motion fields of real scenes. This helps handling scene artifacts such as non-lambertian surfaces, illumination changes and occlusions. In this paper we extend this analysis further, and examine the behaviour of visual consistency assumptions, in cases where the motion field has been incorrectly estimated.

Distinguishing truth from errors

Intuitively, the accurate modelling of visual consistency for ground truth motion fields helps ensure that correct motion fields are always recognised as such (reducing “False negatives”). However, it tells us nothing about the metrics ability to reject erroneous motion fields (“False positives”).

For our analysis we examine a range of common visual constancy assumptions. These include the Optical Flow Constraint (OFC), L2 brightness constancy (SQ), and gradient constancy counterparts OFCg and SQg.

Ideally these metrics should provide a low cost for true motions and a high cost for incorrect motions, as illustrated by the PDF in fig. 1(a). In this case the true motion field registers no violation in the underlying assumption (the PDF contains all responses at 0), while the incorrect motions strongly violate the assumption (PDF is concentrated at 1).

Intelligent Cost Functions

We propose a simple solution to this problem; Explicitly finding discriminatory metrics, using machine learning techniques. These “Intelligent cost functions” (ICFs) are able to embody more complex behaviours. As an example, it may be expected that in very light or dark parts of the scene, image contrast would be reduced. In this case, little variation may be expected naturally, and any appearance deviations may be more significant. Alternatively, specular effects may cause a large change in appearance across all colour channels, while a change in appearance for only one channel is more likely to relate to an erroneous motion.

Figure 1: Responses for various motion estimation metrics (including an ideal example), applied to the ground truth and error motion fields of a real scene.

The actual response distributions found for the examined metrics tell an unfortunate story. Most ground truth motions are assigned to the lower 20% of the responses, with the occlusion and specularity effects seen previously being the minority. However, similar responses are produced, even for the significantly erroneous motions. Indeed the linearised brightness constancy metric OFC shows an 80% overlap between the two PDFs. Attempting to minimize these metric responses across the scene, will result in almost as many correct motions being discarded, as incorrect. In the full paper, further analysis is performed to examine how the metric response changes as the amount of error in the motion field varies (i.e. does the response smoothly decrease, as the error is reduced).

To learn these Intelligent Cost Functions (ICFs) Gaussian Processes (GP) were trained to model the relationship between various input features and the level of motion error. The GP provides a non-parametric means for fitting these complex relationships, by estimating a distribution over the infinite set of possible cost functions.

Fig. 2 shows the performance of ICFs, based on various visual features (see supplementary material1 for results on a range of additional sequences). The simplest (Fpm) provides little additional separation. However, in the case of Fdist encoding, and the local context features, the ICF exploits richer information to greatly improve separation.

Motion Estimation with ICFs

We’ve seen that standard motion estimation cost functions have some significant flaws, and that greater robustness may be obtained via ICFs. However, much work in motion estimation (particularly for optical flow where there are no problems with differing sensor responses ) has looked at producing specialised subsystems to mitigate, rather than correct, these issues. As such, it is important to examine whether the use of ICFs does in fact translate to more accurate motion estimates.

Table 1: Performance for scene flow estimation, based on the original SQ metric, and a range of ICFs.

<table>
<thead>
<tr>
<th>Metric</th>
<th>$\varepsilon_{df}$</th>
<th>$\varepsilon_{dt}$</th>
<th>$\varepsilon_{ph}$</th>
<th>$\varepsilon_{pm}$</th>
<th>Runtime (secs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SQ</td>
<td>0.173</td>
<td>0.010</td>
<td>1.52</td>
<td>1.66</td>
<td>352</td>
</tr>
<tr>
<td>Fpm</td>
<td>0.164</td>
<td>0.021</td>
<td>1.33</td>
<td>1.63</td>
<td>389</td>
</tr>
<tr>
<td>Fdist</td>
<td>0.111</td>
<td>0.009</td>
<td>1.04</td>
<td>1.41</td>
<td>363</td>
</tr>
<tr>
<td>Fpix</td>
<td>0.142</td>
<td>0.012</td>
<td>1.17</td>
<td>1.47</td>
<td>340</td>
</tr>
<tr>
<td>Fpm + Fpix</td>
<td>0.100</td>
<td>0.005</td>
<td>1.10</td>
<td>1.50</td>
<td>440</td>
</tr>
<tr>
<td>Fpm + Fph</td>
<td>0.134</td>
<td>0.008</td>
<td>1.18</td>
<td>1.59</td>
<td>560</td>
</tr>
<tr>
<td>Fpm + Fpm</td>
<td>0.096</td>
<td>0.014</td>
<td>1.00</td>
<td>1.23</td>
<td>430</td>
</tr>
</tbody>
</table>

To this end, a recent, publicly available, algorithm for scene flow estimation (based on the SQ cost function) is modified to exploit ICFs. Results in tab. 1 are averaged over all sequences from the Middlebury dataset. The results show an almost universal improvement in motion estimation accuracy, with Fdist + Fpm providing improvements to magnitude, directional and structural accuracies of 44%, 20% and 30% respectively.

We also examine the behaviour of ICFs in optical flow scenarios. In this case we discover a more modest 20% improvement in accuracy.

To this end, a recent, publicly available, algorithm for scene flow estimation (based on the SQ cost function) is modified to exploit ICFs. Results in tab. 1 are averaged over all sequences from the Middlebury dataset. The results show an almost universal improvement in motion estimation accuracy, with Fdist + Fpm providing improvements to magnitude, directional and structural accuracies of 44%, 20% and 30% respectively.

We also examine the behaviour of ICFs in optical flow scenarios. In this case we discover a more modest 20% improvement in accuracy.

Figure 3: Example motion fields for one of the Middlebury sequences, comparing a standard metric and an ICF against the ground truth.

1personal.ee.surrey.ac.uk/Personal/S.Hadfield/icf.html
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As a fundamental problem in computer vision, image matching is the cornerstone for many vision problems, such as motion estimation [2], label propagation [3] and object modeling [1]. The goal of image matching is to find the corresponding pixels between two images. Based on the variations between the two images, we roughly divide image matching into two categories, i.e., instance-level matching and category-level matching. Compared to instance-level matching, category-level matching tries to match two images with more challenge variations, which belong to the same category. Category-level matching aims to overcome the intra-class variability in shape and other visual properties, such as cars with various shapes and colors and cats with different poses and fur.

In this paper, we propose a DNN feature based image matching approach, which focuses on category-level matching. Recently, Deep Neural Network (DNN) has shown great ability in handling the variations under the same category. The ability comes from the gradual abstraction of many vision problems, such as motion estimation [2], label propagation [3] and object modeling [1]. The DNN used for extracting DNN feature is learned by supervised back propagation on ILSVRC2012 training set, which contains eight layers with arrow denotes guidance from high level to low level. In second layer, the DNN Flow's matching objective function can be formulated as:

\[
E(w_i|w_{i-1}, \hat{v}) = \sum_p E_D(p, w_i) + \alpha \sum_{q \in \mathcal{E}(p)} E_S(p, q, w_i) + \beta E_{SD}(p, w_i, w_{i-1})
\]

(1)

\[
E_D(p, w_i) = |F_1(p, i) - F_2(p + w_i(p), i)|
\]

(2)

\[
E_S(p, q, w_i) = |u_i(p) - u_i(q)| + |v_i(p) - v_i(q)|
\]

(3)

\[
E_{SD}(p, w_i, w_{i-1}) = |u_i(p) - \tilde{u}_{i-1}(p)| + |v_i(p) - \tilde{v}_{i-1}(p)|
\]

(4)

where \(E_D\), \(E_S\), \(E_{SD}\) are the data term, smoothness term and small displacement term respectively, \(E(p, i)\) is the neighborhoods of \(p\) on the \(l\)th level, \((\tilde{u}_{i-1}, \tilde{v}_{i-1})\) is the \(w_{i-1}\) mapped to \(l\)th level based on mapping of DNN. \(E_D\) measures the similarity between the correspondence features on the same level, \(E_S\) leverages the geometric prior that neighbors’ flow vectors should be similar. \(E_{SD}\) uses the flow field of upper level to guide the optimization of low-level flow field.

We build a four-level pyramid to estimate dense correspondences. The DNN for extracting DNN feature is learned by supervised back propagation on ILSVRC2012 training set, which contains eight layers with weights: five convolutional layers followed by three fully-connected layers. Three max-pooling layers are used following the first, second and fifth convolutional layers. The output of fifth convolutional layer is adopted as top-level feature, while the outputs of second and first convolutional layer are adopted as two mid-level features. In order to extract bottom-level feature for each pixel, the dense output of first convolutional layer is adopted as bottom-level feature through adjusting stride.

The performance of DNN Flow is demonstrated based on three experiments: rough image dense matching, fine object alignment and label transfer. The experiments are designed respectively on different datasets. Three image matching approaches, PatchMatch, SIFT Flow and DSP, are compared with DNN Flow in all experiments. The selected approaches are based on local feature or hierarchical local feature. In order to quantitatively evaluate image matching, two evaluation metrics are introduced into experiment: label transfer accuracy (LT-ACC) and intersection over union.


Figure 1: Matching \(I_1\) and \(I_2\) using DNN flow. Each column shows the matching of different levels. In first row, parallelogram denotes the DNN feature image of \(I_1\), where dot represents the feature at that location. Line with arrow denotes the flow vector of the corresponding feature, while curve with arrow denotes guidance from high level to low level. In second row, the color rectangles show \(I_1\)’s patches covered by the DNN features. Third row shows \(I_2\)’s matching patches corresponding to the patches of second row.
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Low-cost consumer depth cameras have seen the combined use of colour and 3D depth most commonly leverage the use of near infrared structured light projection (830nm) with regular visible-band colour sensing (400-700nm) to provide co-registered colour (RGB) and depth (D) as combined RGB-D image components. The common physical characteristics of such devices - comprising a colour camera (Fig. 1(a)), an infrared pattern projector and corresponding infrared camera (Fig. 1(b)) (e.g. Microsoft Kinect/PrimeSense Carmine) - pose an obvious, yet commonly under-utilized, cross-modal stereo configuration.

Depth coverage in consumer depth cameras can be considerably improved based on the combined use of such cross-spectral stereo (CS) and near infrared structured light sensing (SL). Our joint approach, leveraging disparity information from both structured light and cross-spectral stereo, facilitates the recovery of global scene depth comprising both texture-less object depth, where stereo sensing commonly fails, and highly reflective object depth, where structured light active sensing commonly fails. The proposed solution is illustrated using dense gradient feature matching and is shown to outperform prior approaches [1, 2] that use late-stage fused cross-spectral stereo depth as a facet of improved sensing for consumer depth cameras.

We propose the use of ”best in class” dense gradient features from [3] to facilitate recovery of secondary cross-spectral stereo disparity directly from the depth camera \(\{I_{ir}, I_{RGB}\}\) image pair. Our main contribution is the fusion of this secondary cross-spectral (CS) disparity information with a priori disparity information, obtained via conventional structured light (SL) sensing, within the disparity space image (DSI) constructed prior to conventional disparity optimization for scene depth recovery.

This is achieved by modifying the disparity space image, formed by \(C(x, y, d)\), which constitutes the disparity cost space over which disparity optimization will be performed. We construct an alternative cost function, \(C_{DSI}(x, y, d)\) such that the use of disparity from structured light sensing, \(D_{SL}(x, y)\), is incorporated as follows:

\[
C_{DSI}(x, y, d) = \begin{cases} 
C_{HOG}(x, y, d) & \text{if } D_{SL}(x, y) \text{ is unavailable at pixel } (x, y) \\
\text{low}_c & \text{if } d = D_{SL}(x, y) \\
\text{high}_c & \text{if } d \neq D_{SL}(x, y)
\end{cases}
\]

Figure 1 shows both the disparity recovered by conventional structured light (SL) within such a device (Fig. 1(c)) and that recovered by our proposed cross-spectral disparity space image (CS-DSI) approach (Fig. 1(d)) for a given \(\{I_{ir}, I_{RGB}\}\) image pair (Fig. 1(a) / 1(b)).

Figure 2 shows the disparity results obtained from the \(\{I_{ir}, I_{RGB}, I_{depth}\}\) triplet shown in Fig. 2(a) - 2(c) for both the prior work of [1] (CS-union, Fig. 2(e)) and the proposed CS-DSI approach (Fig. 2(f)) against illustrative ground truth depth derived using manual depth labelling (Fig. 2(d)). The resulting CS-DSI disparity (Fig. 2(f)) presents a clearer disparity image with notably less missing disparity values and noise than CS-union (Fig. 2(e)) and the original SL disparity (Fig. 2(c)). This quality improvement resulting from CS-DSI is also present within Fig. 1.
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**Figure 1:** Fused disparity estimation: \((SL, CS) \rightarrow CS – DSI\)

**Figure 2:** Disparity recovery on transparent and specular objects

Improved disparity can be recovered from a consumer depth camera based on the fusion of cross-spectral stereo and existing structured light sensing performed prior to conventional disparity space optimization. Missing depth information is recovered for transparent and specular objects in addition to that missing due to inter-object occlusions. This directly extends prior work [1, 2] which is shown to produce lesser depth recovery and requires computationally expensive scene dependant optimization.


In this paper, we present an action recognition system that automatically locates discriminative regions within a video and then uses information from these regions to classify the action being performed. The system is trained in a weakly supervised manner where the training data is annotated with only the action label i.e. no annotation of discriminative regions is provided.

The estimated histograms are then transformed to a high-dimensional bag-of-words (BOW) model on HMDB and UCF101 datasets. In Table 1, we report the performance of our method on these datasets compared to the global BOW method.

Finally, Table 1 shows the comparison of our method with the global bag-of-words (BOW) model on HMDB and UCF101 datasets. Table 1: Comparison of our method with global BOW on HMDB and UCF101 datasets.

* This work was performed while the authors were at the University of Central Florida.
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Fisher encoding with soft pooling. Given the Gaussian Mixture Model (GMM) \( u_k = \sum_{n=1}^{N} \omega_n u_k(x; \mu_n, \sigma_n) \) and the \( M \) features of \( x \), we compute for each component \( u_n \) the mean \( \gamma_n^M(X) \) and covariance elements \( \Gamma_n^m(X) \) of a Fisher vector as:

\[
\begin{align*}
\gamma_n^M(X) &= \frac{1}{\sqrt{2\omega_n}} \sum_{m=1}^{M} w_m \gamma_n(x_m) \left( \frac{x_m - \mu_n}{\sigma_n} \right), \\
\Gamma_n^m(X) &= \frac{1}{\sqrt{2\omega_n}} \sum_{m=1}^{M} w_m \gamma_n(x_m) \left( \frac{(x_m - \mu_n)^2}{\sigma_n^2} - 1 \right),
\end{align*}
\]

where \( \gamma_n(x_m) \) is the posterior probability of the feature \( x_m \) for the component \( n \) of the GMM and \( w_m \) is the weight obtained from eq. 2.

Spatio-temporally structured pooling of a video. We want to build a structured representation of each video. We propose to find coherent subsets by grouping together segments according to their overlap. This will create a set of local (both spatially and temporally) pooling regions.

We first compute an affinity matrix \( A \) of all segments \( S \) of a video. The affinity of two segments \( s_i \) (alive from frame \( t_{i,a} \) to \( t_{i,b} \)) and \( s_j \) (alive from frame \( t_{j,a} \) to \( t_{j,b} \)) is computed as:

\[
A(s_i, s_j) = \frac{1}{\min(t_{i,b} - t_{i,a}, t_{j,b} - t_{j,a})} \sum_{t \in [\max(t_{i,a}, t_{j,a}), \min(t_{i,b}, t_{j,b})]} s_i(t) \cap s_j(t),
\]

where \( A(s_i, s_j) \) is the normalized cuts algorithm to obtain the subsets of segments. Instead of choosing one fixed number of subsets, we use multiple increasing sizes that will each provide a set of finer local representations of the video. We represent each HSTS cluster as a node in the graph, and each node attribute is the soft pooling of dense trajectories features weighted by the map computed on all segments of this cluster. We link clusters based on their overlap, we create a link between all clusters that have at least a pair of overlapping segments (even partially). An illustration of one video graph is shown in Figure 1. To compare the video graphs we use the efficient GraphHopper kernel from [1].

Conclusions. Our structured representation is adaptive to the content of the video and does not rely on a fixed partition of neither space nor time. We exploit an unsupervised procedure to generate a structured representation of the video. Our representation jointly models the hierarchical and spatio-temporal relationship of videos without imposing a strict hierarchy.

Experiments conducted on two standard datasets for action recognition show a significant improvement over the state-of-the-art. We obtain 65.4\% mean AP on HighFive dataset and 90.4\% mean per class accuracy on UCF Sports dataset. In the future, we would like to see if our structured representation could also be used to solve the action localization problem by identifying the paths and/or nodes that are most relevant for the action.


Figure 1: Overview of our method. Left: a frame of the “kiss” action of the HighFive dataset and pooling maps plots. Right: the video structure graph where nodes are spatio-temporal pooling regions at different granularities. Note how node 9 selects both actors faces.

We propose an adaptive structured pooling strategy to solve the action recognition problem in videos. Our method aims at individuating several spatio-temporal pooling regions each corresponding to a consistent spatial and temporal subset of the video. Each of them gives a pooling weight map and is represented as a Fisher vector computed from the soft weighted contributions of all dense trajectories evolving in it. We further represent each video through a graph structure, defined over multiple granularities of spatio-temporal subsets. The graph structures extracted from all videos are compared with an efficient graph matching kernel.

Soft pooling weights. Given a set of Hierarchical Space-Time Segments (HSTS) \[2\] \( S_k \) we define a weighted pooling map \( M_k \) by accumulating how many segments of \( S_k \) are present in each frame at each position.

For every pixel \( p = (x, y) \) of frame \( t \), we compute the pooling map value \( M_k(p) \) as the count of segment enclosing this position \( M_k(p) = \sum_{s \in S_k} \Psi_s(p) \) where for each segment \( s \) of \( S_k \) we define the function \( \Psi_s(p) = 1 \) if \( p \in s \) and \( \Psi_s(p) = 0 \) otherwise.

The pooling map \( M_k \) is further normalized by the total number of segments in the frame and square-rooted. This pooling maps represent at any moment of the video, how much each pixel is relevant with respect to its centroid. That is for each \( x_m \in X \) with the spatio-temporal coordinates of its centroid being \( (x_m,y_m) \), \( w^k_m \) is estimated as:

\[
w^k_m = \int_{t_{a,m} - y_m}^{t_{b,m} + y_m} \int_{t_{a,m} - x_m}^{t_{b,m} + x_m} M_k(x,y,t) \, dx \, dy \, dt
\]

Finally, all weights of a pooling region are normalized to sum to one in order to have comparable representation no matter how many number of features are present in the region. We obtain soft-pooling by using the weight \( w^k_m \) of each feature \( x_m \in X \) within the soft Fisher encoding formulation (see eq. 3 and 4).
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We introduce an online action recognition system that can be combined with any set of frame-by-frame feature descriptors. Our system covers the frame feature space with classifiers whose distribution adapts to the hardness of locally approximating the Bayes optimal classifier. An efficient nearest neighbour search is used to find and combine the local classifiers that are closest to the frames of a new video to be classified. The advantages of our approach are: incremental training, frame by frame real-time prediction, nonparametric predictive modelling, video segmentation for continuous action recognition, no need to trim videos to equal lengths and only one tuning parameter (which, for large datasets, can be safely set to the diameter of the feature space). Experiments on standard benchmarks (see Fig. 2 and Tab. 1) show that our system is competitive with state-of-the-art non-incremental and incremental baselines.

Algorithm 1 ABACOC (Adaptive Ball Cover for Classification)

Input: Initial radius $R > 0$, metric $\rho$
1: Initialize set of ball centers $S = \emptyset$ and set of labels $\mathcal{Y} = \emptyset$
2: for $i = 1, 2, \ldots$ do
3: Receive labeled video $(V_i, y_i)$
4: Create sequence of labeled frames $(x_1, y_1), \ldots, (x_T, y_T)$
5: for $t = 1, \ldots, T_i - 1$ do
6: if $S = \emptyset$ then
7: $S = \{x_t\}$, set $\epsilon_t = R$, and use $y_t$ to init. estimates $p_t$
8: else
9: Let $x_t \in S$ be the nearest neighbour of $x_t$ in $S$
10: if $\rho(x_t, y_t) \leq \epsilon_t$ (y_t belongs to current ball centered on $x_t$)
11: if $y_t \neq \text{argmax}_c p_t(c)$ then
12: Set $m_t = m_t + 1$ and update radius via $\epsilon_{t+1} = R m_t^{-(2/d)}$
13: end if
14: Use $y_t$ to update estimates $p_t$
15: else
16: $S = S \cup \{x_t\}$, set $\epsilon_t = R$, and use $y_t$ to init. estimates $p_t$
17: end if
18: end if
19: end for
20: end for

Figure 1: Left: the set of balls resulting from training on the first two principal components of local features extracted from the KTH dataset (colours denote labels, and color intensity expresses the ‘purity’ of the conditional class distribution within each ball). Right: a close-up of the central area represented as the Voronoi tessellation associated with the balls shows how the regions whose class statistics are more complex are covered by a finer set of balls.

Figure 2: The plots show the online performance of ABACOC (red solid line) against SVM-b (green dashed line) and ALMA (blue dotted line). The x-axis is the number of videos fed to the algorithms and the y-axis is the average accuracy over the ten random permutations.

<table>
<thead>
<tr>
<th>DATASET</th>
<th>HMM-1NN</th>
<th>DTW-d</th>
<th>SVM-b</th>
<th>ABACOC</th>
</tr>
</thead>
<tbody>
<tr>
<td>KTH</td>
<td>68.28%</td>
<td>52.50%</td>
<td>69.83%</td>
<td>83.20%</td>
</tr>
<tr>
<td>Weizmann</td>
<td>87.50%</td>
<td>53.76%</td>
<td>97.22%</td>
<td>98.61%</td>
</tr>
<tr>
<td>SKIG</td>
<td>90.30%</td>
<td>95.74%</td>
<td>94.50%</td>
<td>97.50%</td>
</tr>
<tr>
<td>MSRGesture3D</td>
<td>78.20%</td>
<td>50.65%</td>
<td>95.55%</td>
<td>90.33%</td>
</tr>
<tr>
<td>JAPVOW</td>
<td>95.67%</td>
<td>69.72%</td>
<td>84.59%</td>
<td>98.01%</td>
</tr>
<tr>
<td>AUSLAN</td>
<td>67.07%</td>
<td>83.81%</td>
<td>44.78%</td>
<td>72.32%</td>
</tr>
</tbody>
</table>

Table 1: Multiclass accuracies of ABACOC compared against four baseline algorithms on the six benchmark datasets. All the methods share the same extracted features.
We propose a simple but powerful prior, color attenuation prior, for haze removal from a single input hazy image. By creating a linear model for modelling the scene depth of the hazy image under this novel prior and learning the parameters of the model with a supervised learning method, the depth information can be well recovered. With the depth map of the hazy image, we can easily remove haze from a single image. Figure 1 shows an overview of the proposed dehazing method.

To describe the formation of a hazy image, the atmospheric scattering model is widely used and it can be expressed as follows:

\[
I(x) = J(x)e^{-\beta d(x)} + A(1 - e^{-\beta d(x)})
\]

(1)

where \(I\) is the hazy image, \(J\) is the scene radiance representing the haze-free image, \(A\) is the atmospheric light, \(\beta\) is the scattering coefficient of the atmosphere and \(d\) is the depth of scene.

By doing a lot of experiments on the hazy images, we find the statistics that the density of the haze is positively correlated with the difference between the brightness and the saturation in a single hazy image. Since the haze density increases along with the change of scene depth in general, we can make an assumption that the depth of the scene is positively correlated with the density of the haze and we have:

\[
d(x) \propto \beta(c(x) \times v(x)) s(x)
\]

(2)

As the difference between the brightness and the saturation can approximately represent the density of the haze, we boldly assume that the relationship among the scene depth \(d\), the brightness \(v\) and the saturation \(s\) is linear. Based on this assumption, we can create a linear model as follows:

\[
d(x) = \theta_0 + \theta_1 v(x) + \theta_2 s(x)
\]

(3)

where \(d\) is the scene depth, \(v\) is the brightness, \(s\) is the saturation, and \(\theta_0, \theta_1, \theta_2\) are the unknown linear coefficients.

In order to determine the coefficients \(\theta_0, \theta_1, \theta_2\) accurately, a simple and efficient supervised learning method is used. The training data are necessary in the supervised learning method. A training sample consists of a hazy image and its corresponding ground truth depth map in our case. In order to obtain the accurate depth information as far as possible, we use the dehazing results of Kopf et al. [1] to make an inverse calculation to acquire the depth maps. In [1], Kopf used the city model from Bing to acquire the depths for the New York images and a plain 30-meter digital terrain model for the Yosemite images. To seek a solution that minimizes the difference between the scene depth \(d(x)\) estimated by Equation (3) and the true depth, we minimize the following squared loss function:

\[
L = \frac{1}{n|\omega|} \sum_{i \in \omega} \sum_{x \in d_i} (d_i(x) - (\theta_0 + \theta_1 v_i(x) + \theta_2 s_i(x)))^2
\]

(4)

Here, \(n\) is the number of the training samples, \(|\omega|\) is the size of the hazy image of the ith training sample, \(|\omega|\) is the total number of the pixels in all the hazy images in the training set, \(d_i\) is the depth map of the ith training sample, \(v_i\) and \(s_i\) are the brightness channel and the saturation channel of the hazy image of the ith training sample respectively. To facilitate the calculation, we first define the two matrices \(X\) and \(\Theta\), and combine all the \(d_i\) into a vector \(D\) as follows:

\[
X = \begin{bmatrix} 1 & 1 & \cdots & 1 \\ v_1 & v_2 & \cdots & v_n \\ s_1 & s_2 & \cdots & s_n \end{bmatrix}, \quad \Theta = \begin{bmatrix} \theta_0 \\ \theta_1 \\ \theta_2 \end{bmatrix}, \quad D = \begin{bmatrix} d_1 \\ \vdots \\ d_n \end{bmatrix}
\]

(5)

Now we can rewrite Equation (4) in a more concise way as below:

\[
L = \frac{1}{n|\omega|} (D - X \Theta)^T(D - X \Theta)
\]

(6)

The problem of estimating the linear coefficients \(\theta_0, \theta_1, \theta_2\) can be converted into the problem of solving the following equation:

\[
\frac{2L}{\Theta} = \frac{2}{n|\omega|} X^T X \Theta - \frac{2}{n|\omega|} X^T D = 0
\]

(7)

The solution of the equation above is given by:

\[
\Theta = (X^T X)^{-1} X^T D
\]

(8)

We learn the linear coefficients according to Equation (8).

According to Equation (1), if \(d(x) \to \infty\), then \(e^{-\beta d(x)} \to 0\) and \(I(x) = A\). Based on this theory, we pick the top 0.1% brightest pixels in the depth map, and select the pixel with highest intensity in the corresponding hazy image \(I\) among these brightest pixels as the atmospheric light \(A\).

Now that the depth of the scene \(d\) and the atmospheric light \(A\) are known, we can recover the scene \(J\) in Equation (1). For convenience, we rewrite Equation (1) as follows:

\[
\hat{J}(x) = \frac{I(x) - A}{e^{\beta d(x)} - 1} + A
\]

(9)

where \(\hat{J}\) is actually the hazy-free image we want to obtain finally.

We implement the proposed method to test it on various hazy images and compare with the state-of-the-art methods. Figure 2 shows partial of the results. As can be seen, the dehazing effect of our method is outstanding. For an image of size \(m \times n\), the complexity of the proposed dehazing algorithm is only \(O(m \times n)\). In Table 1, we give the time consumption comparison with the state-of-the-art methods. As we can see, our approach is much faster than others and achieves the real-time requirement.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>600×459</td>
<td>12.2 s</td>
<td>8.2 s</td>
<td>104.7 s</td>
<td>0.7 s</td>
</tr>
<tr>
<td>1024×768</td>
<td>36.9 s</td>
<td>69.3 s</td>
<td>317.4 s</td>
<td>1.8 s</td>
</tr>
<tr>
<td>1536×1024</td>
<td>73.6 s</td>
<td>218.0 s</td>
<td>649.7 s</td>
<td>3.0 s</td>
</tr>
<tr>
<td>1803×1080</td>
<td>90.7 s</td>
<td>351.1 s</td>
<td>861.4 s</td>
<td>3.5 s</td>
</tr>
</tbody>
</table>

Table 1: Time consumption comparison.

All of these experimental results show that the proposed approach is highly efficient and it outperforms the state-of-the-art haze removal algorithms in terms of the dehazing effect as well.
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Introduction
Sketches are known to be able to capture object appearance and structure more intuitively and precisely than bare texts. However, to date the main focus of sketch-based image retrieval (SBIR) has been on retrieving photos of the same category, overlooking an important property of sketches — they can capture fine-grained variations of objects such as pose (standing vs. sitting) and iconic pattern (Textures on a cow’s body). By further leveraging this descriptive power of sketches, in this paper, for the first time we introduce fine-grained SBIR. That is to study how sketches can be used to differentiate fine-grained variations of objects for retrieval, specifically pose variations. Figure 1 contrasts text-based image retrieval and conventional SBIR with our proposed fine-grained SBIR.

Methodology
Key to this problem is introducing a mid-level sketch representation that not only captures object pose, but also possesses the ability to traverse sketch and photo domains. Specifically, we learn deformable part-based model (DPM) [3] to discover and encode the various poses and parts in sketch and image domains independently, and employ graph matching [11] to establishing the correspondence between DPMs from different domains. The DPM is a two-layer structure, composed of root filter and part filters. We denote DPM as $M = (r, G)$, where $r = (w, h, f)$ specifies the width $w$, height $h$ and global appearance feature of the root filter; and $G = (V, E, A)$ represents the star graph composed of the part filters. For the star graph $G$, $V$ represents a set of nodes, $E$, edges, and $A$, attributes. Our matching objective for DPM accounts for both appearance and geometric information encoded in DPM, as well as both layers of representation, i.e., root filter $r$ and part filter star graph $G$. Given two DPMs $M^R$ and $M^T$, the similarity function is defined as:

$$S(M^R | M^T) = \gamma \cdot S_{root}(M^R | M^T) + (1 - \gamma) \cdot S_{part}(M^R | M^T) \quad (1)$$

where $S_{root}$ is the root similarity and $S_{part}$ is the part similarity; $\gamma$ is a weighting factor balancing root and part similarities. The root filter similarity is generated considering appearance features, sizes and aspect ratios of the root filters, while the part similarity is solved as a graph matching problem on the part filter star graphs. The desired input of our proposed method is a sketch probe $S$ with known category, and the output is a sequence of images from the same category ordered by their similarities with the probe $S$ in terms of pose/appearance details. Achieving this fine-grained SBIR requires two major steps: (i) Training: DPM training and component alignment; (ii) Retrieval: fine-grained retrieval based on matching a probe sketch DPM detection with image DPM detections.

Experiment
We propose an SBIR dataset by intersecting 14 common categories from the 20,000 sketch dataset [4] and PASCAL VOC dataset [2]. We divide the whole dataset into training and testing sets of the equal size. To enable quantitative evaluation, we manually annotate a subset of the testing set with exhaustive pairwise similarity ground-truth. For each sketch-image pair, we score their similarity in terms of four independent criteria: (i) viewpoint ($V$), (ii) zoom ($Z$), (iii) configuration ($C$), (iv) body feature ($B$). For each criterion, we annotate three levels of similarity: 0 for not similar, 1 for similar and 2 for very similar. The results in Figure 3 include some example annotations. We compare our method with conventional bag-of-words and spatial pyramid methods, both quantitative results (Figure 2) and qualitative results (Figure 3) have demonstrated our superior performance.

Real world visual data, while typically being very high-dimensional, often lie on a low-dimensional subspace. Low-rank is an attribute capturing the intrinsic low-dimensional structure of the data, when they are represented as column vectors of a matrix. Therefore, a natural approach in low-dimensional subspace recovery is to minimise the rank of the target matrix, subject to a constraint on the error in fitting the data.

By adopting the least squares error metric in fitting (i.e., assuming that the errors follow Gaussian distribution with small variance), the solution of the above mentioned rank minimisation problem is the classical Principal Component Analysis (PCA) [3]. However, visual data obeying postulated low-rank models may also contain gross errors and outliers to which the least squares metric is known to be sensitive.

To overcome the aforementioned drawbacks of the PCA, robust to gross but sparsely supported errors/outliers variants of the PCA have been proposed. With \( X \in \mathbb{R}^{F \times N} \) representing the data matrix, such methods aim to solve the following rank minimisation problem

\[
\min_{ \mathbf{A}, \mathbf{E} } \text{rank}(\mathbf{A}) + \lambda \| \mathbf{E} \|_0 \quad \text{s.t.} \quad \mathbf{X} = \mathbf{A} + \mathbf{E},
\]

where \( \mathbf{A} \in \mathbb{R}^{F \times N} \) is low-rank, \( \mathbf{E} \in \mathbb{R}^{F \times N} \) is sparsely supported and accounts for gross errors/outliers and \( \lambda > 0 \) is a regularisation parameter.

Due to the discrete nature of the rank and the \( \ell_0 \) quasi-norm, problem (1) is NP-hard and thus intractable. To overcome this, a convex relaxation is typically adopted, by surrogating the \( \ell_0 \) quasi-norm of the fitting error matrix and the rank of the target matrix with their closest convex approximants, namely the \( \ell_1 \)-norm and the nuclear norm respectively. For instance, the RPCA [2] minimises \( \| \mathbf{A} \|_\text{F} + \lambda \| \mathbf{E} \|_\text{F} \) subject to \( \mathbf{X} = \mathbf{A} + \mathbf{E} \). The IRPCA [1] rewrites \( \mathbf{A} = \mathbf{P}X \) and minimises \( \| \mathbf{P} \|_\text{F} + \lambda \| \mathbf{E} \|_\text{F} \) subject to \( \mathbf{X} = \mathbf{P}X + \mathbf{E} \). The active subspace RPCA [4] factorises \( \mathbf{A} = \mathbf{U} \mathbf{V}^T \) with \( \mathbf{U}^T \mathbf{U} = \mathbf{I} \) and minimises \( \| \mathbf{V} \|_\text{F} + \lambda \| \mathbf{E} \|_\text{F} \) subject to \( \mathbf{X} = \mathbf{U} \mathbf{V}^T + \mathbf{E} \).

Although the aforementioned nuclear/\( \ell_1 \) norm-based methods mainly involve convex problems with global solutions, the relaxation may make the solutions seriously deviate from the original ones. Consequently, a better approximation to the original \( \ell_0 \) quasi-norm-regularised rank minimisation problem (1) is necessary. In this paper, the Generalised Scalable Robust PCA (GSRPCA) is proposed, by reformulating the robust PCA problem using the Schatten \( p \)-norm \( \| \mathbf{X} \|_{\text{Sp}}^p \) and the \( \ell_q \)-norm \( \| \mathbf{X} \|_{\ell_q} \) subject to orthonormality constraints. Let \( \mathbf{U} \in \mathbb{R}^{F \times k} \) be column-orthogonal, such that \( k \leq F \) and \( \mathbf{U}^T \mathbf{U} = \mathbf{I} \), and rewrite \( \mathbf{A} = \mathbf{U} \mathbf{V} \). GSRPCA is formulated as the following non-convex optimisation problem

\[
\min_{ \mathbf{E}, \mathbf{U}, \mathbf{V} } \| \mathbf{V} \|_{\ell_q}^p + \lambda \| \mathbf{E} \|_{\ell_q}^p \quad \text{s.t.} \quad \mathbf{X} = \mathbf{U} \mathbf{V} + \mathbf{E}, \quad \mathbf{U}^T \mathbf{U} = \mathbf{I}.
\]

The column vectors of \( \mathbf{U} \) can be interpreted as the principal components (basis vectors) spanning the principal subspace and \( \mathbf{V} \) as the projection of \( \mathbf{X} \) onto the principal subspace. The state-of-the-art robust variants of the PCA in [1, 2, 4] are all special cases of the GSRPCA when \( p = q = 1 \) and by properly choosing the number \( k \) of principal components. The advantage of (2) is that, for \( p \rightarrow 0 \) and \( q \rightarrow 0 \), a closer approximation to the original rank minimisation problem in (1) can be achieved, by allowing the optimisation function to become non-convex, while retaining the scalability benefit introduced with the factorisation of \( \mathbf{A} \).

An efficient alternating directions algorithm for GSRPCA is developed (Algorithm 1), based on the method of augmented Lagrangian multipliers. The computational cost per iteration is dominated by 2 SVDs of size \( k \times N \) and \( F \times k \). Since for most applications typically \( k \ll \min(F,N) \), the 2 SVDs can be computed in \( O(kF^2+k^3) \) and \( O(kF^2+k^3) \) respectively. In contrast, the RPCA [2] requires one SVD of size \( F \times N \), which is \( O(NF^2+N^3) \) per iteration (assuming \( F \geq N \)) and the IRPCA [1] requires one SVD of size \( F \times k \), which is \( O(F^3) \) per iteration. Therefore, as long as \( k \) remains low, GSRPCA scales well to problems where \( F \) and/or \( N \) become large, contrary to RPCA and IRPCA.

The performance of the GSRPCA is assessed by conducting experiments on both synthetic and real data (see for instance Fig. 1). The experimental results indicate that the GSRPCA outperforms the robust PCA methods [1, 2, 4] to which it is compared, without introducing much extra computational cost.


There has been a growing interest in image jigsaw puzzles with square shaped pieces. A solver takes as input square shaped patches of the same size belonging to an image and attempts to reconstruct the image. The key components of a jigsaw solver are a compatibility metric and an assembly algorithm. A compatibility metric uses the color content of the image patches to identify which pairs of pieces are likely to be neighbors in the correct assembly. More specifically, given puzzle pieces $x, y$ and a neighboring relationship $d \in D = \{ \text{left, right, top, bottom}\}$ a compatibility metric $C$ assigns a numeric value $C(x, y, d)$ which represents how likely it is that piece $y$ is the neighbor of piece $x$ in the direction indicated by $d$. The assembly algorithm attempts to put the pieces together in the correct arrangement guided by these compatibility values. Prior work present several compatibility metrics and assembly algorithms.

We propose techniques which attempt to exploit more contextual information provided by the compatibility metric compared to previous work. We introduce the concept of paths and cycles in jigsaw puzzles and show that they provide a means of identifying correct and incorrect matches. Based on this concept we propose refinement techniques which incrementally modify the compatibility values suggested by a metric to improve its neighbor identification accuracy. We further propose a means of exploiting information provided by different compatibility metrics. We define a compatibility measure based on the idea of cycles and use it to guide a greedy solver. The solver beats state of the art performance and the improvements are significant in the more challenging situation of smaller piece size. We briefly discuss the proposed techniques below.

A neighbor matrix $N$ represents point estimates $N(x, d)$ of the neighbor for each piece $x$ and direction $d$. Based on the raw compatibility scores we may obtain these estimates as $N(x, d) = \arg\min_{y} C(x, y, d)$. The piece identified as the best candidate to be the top neighbor of $x$ is $N(x, t)$. We may also observe that $N(N(N(x, l), t), r)$ is another estimate for the top neighbor of $x$. They may happen to be the same or different depending on the correctness of the entries in the neighbor matrix (and whether $x$ is located in the left or top borders in the correct assembly). In general, we may consider a sequence of directions $d = (d_1, d_2, ..., d_n)$ to obtain beliefs about piece placement $x_0$ at the location determined by $d$, relative to a given piece $x$, where $x_0$ is defined as following : $x_0 = x, x_1 = N(x_{n-1}, d_1), ..., x_n$) to be a path, and say that the links $(x_{n-1}, x_n, d_n)$ make up the path.

Consider the situation where the direction sequence $d$ represents a closed curve (such as $(l, r), (l, t, r, b)$ etc.). For a path $(x_0, x_1, ..., x_n)$ generated by such a direction sequence it has to be true that $x_0 = x_0$ if all the links making up the path are correct. If not, we may conclude that at least one of these links is incorrect. If the property does hold, intuitively this makes the constituent links likely to be correct. In this case we call the path a cycle.

The idea of cycles motivated us to define an alternative measure of piece pair compatibility. We define the strength of a link $(x, y, d)$ to be the number of cycles to which it belongs. If two links are connected to the same cycle, then this link strength measure guides our proposed techniques for improving the neighbor identification accuracy of a given compatibility metric. The proposed cost refinement technique iteratively modifies the scores suggested by a compatibility metric in an attempt to use correctly and confidently identified piece neighbors to correct piece neighbors identified incorrectly. The proposed neighbor refinement procedure makes use of paths starting and ending at the same two pieces to repair incorrect entries in a given neighbor matrix.

Different compatibility metrics may use different image features and techniques to score piece pairs. There is no single metric which performs best for all types of pieces and puzzles. Although one may be dominant when considering the overall performance we found that different metrics taken together have more to offer than the individual metrics. We thus propose a means of combining the strengths of multiple compatibility metrics using the cycles idea. The incremental improvements in neighbor identification accuracy contributed by each of the aforementioned techniques are illustrated for a particular puzzle in Figure 1.

Although high neighbor identification accuracies are favorable, the quality of puzzle assembly depends equally well on the assembly algorithm. In a greedy approach the order in which piece pairs are picked is important. Early mistakes may adversely affect assembly, depending on the robustness of the algorithm. While previous work have used the compatibility scores directly either to determine the order to pick piece pairs in a greedy approach or to define an energy function which is optimized, we use our link strength measure to guide a greedy solver. Significant improvements are observed in puzzle assembly compared to previous work, especially in the more challenging case of smaller piece size. Figure 2 compares our assembly procedure with two previously proposed algorithms on a puzzle instance.

We plan to explore further ways in which paths and cycles may be utilized to build robust solvers in future, complementing the limitations of compatibility metrics in identifying correct neighbor relationships.

We denote by \( S(H) = \{ s_{i,j} \}_{i=1}^{\vert V \vert} \). The score function of the model for viewpoint \( v \) is
\[
S(L, H, v \mid I) = \phi(L, H, v \mid I) + \psi(L, H, v \mid I) + \beta \quad (1)
\]
In the following we omit \( v \) for simplicity. The unary terms \( \phi(L, H \mid I) \) is expressed as:
\[
\phi(L, H \mid I) = \sum_{i \in V} w^f_i \cdot f(l_i \mid I) + \sum_{(i,j) \in E} w^l_{i,j} \cdot A(s_{i,j}) \quad (2)
\]
\( f(l_i \mid I) \) measures the appearance evidence for landmark \( i \) at location \( l_i \), where \( f(l_i \mid I) \) is the HOG feature vector. The term \( e(h(p_i), l_i \mid I) \) penalizes landmarks being far from edges. The binary term \( \psi(L, H \mid I) \) is:
\[
\psi(L, H \mid I) = \sum_{(i,j) \in E} \sum_{(p_i,p_j) \in \mathcal{P}} w^d_{i,j} \cdot d(l_i, l_j) + \sum_{(i,j) \in E} w^s_{i,j} \cdot A(s_{i,j}) \quad (3)
\]
\( d(l_i, l_j) = \langle -|x_i - x_j - x_{ij} |, -|y_i - y_j - y_{ij}| \rangle \) measures the deformation cost for connected parts of landmarks, where \( x_{ij} \) and \( y_{ij} \) are the anchor (mean) displacement of landmark \( i \) and \( j \). We adopt L1 norm to enhance our model’s robustness to deformation. In the second term of Equation 3, \( A(s_{i,j} \mid I) = (\alpha(s_{i,j}^{x} | l_i \mid I), \alpha(s_{i,j}^{y} | l_j \mid I)) \) is a vector storing the pairwise similarity between segments of nodes \( i \) and \( j \). This, together with the strength term \( w^s_{i,j} \), models the SAC. Finally, \( \beta \) is a mixture-specific scalar bias. The parameters of the score function are \( \mathcal{W} = \{ w^f_i \cup \{ w^f_i \} \cup \{ w^l_{i,j} \} \cup \{ w^d_{i,j} \} \cup \{ \beta \} \).

We validate our approach on a subset of PASCAL VOC2010 car images (VOC10) [1] and 3D car (CAR3D) [2]. The comparison with [3] are shown in Figure 3.

Figure 3: Cumulative segmentation error distribution for parts. X-axis is the average segmentation error normalized by image width, and Y-axis is the fraction of the number of testing images. The red solid lines are the performance using SAC and the blue dashed lines are from [3].

This paper presents a pure vision based approach to solving for the gravitational field of extraterrestrial bodies with image data obtained by an orbiting spacecraft or satellite. Recovering a spacecraft’s trajectory with modern day Structure from Motion approaches allows for further investigation for perturbations to accelerations due to variation in the strength of gravity. Understanding the variations of these forces, as well as developing a map, help to derive various models on the interior structure of the target planetary body or asteroid.[1, 4]

Classical approaches for recovering the strength of a gravitational field study the motion of a satellite by tracking its position with Earth based telescopes. The basic principle behind this approach was developed in the field of satellite geodesy with the specific goal to define a highly accurate map of Earth’s gravitational field. The same principle has not changed significantly, where the use of X-band Doppler and range measurements from a collection of Earth based radiometric tracking stations, known as the Deep Space Network, has been used to great effect.

In this paper, we introduce method to recover an estimate of the gravitational field without any need of radiometric tracking. We formulate constraints on a set of spherical harmonic coefficients, which defines a map of gravitational variations on a sphere, as shown in Figure 1, that integrate with graphical models used in modern Structure from Motion techniques.[2, 3, 6]. Our approach is a complete image-based pipeline based around a two-step optimization that recovers 3D structure, spacecraft kinematics, and a gravitational model.

The basic process for gravity estimation is a two step iterative optimization. First, spacecraft pose and 3D landmark variables are estimated using batch bundle adjustment. The second step involves optimizing for the parameters of the gravitational field, in addition to camera pose velocities, using the local solutions found in step one. Here, tracking residuals are minimized with respect to global models.

Development of two key error terms for recovering the gravitational field are presented. First, a dynamics based gravitational potential function is used to compare the error of a point mass’ orbiting trajectory with the recovered camera positions given a set of spherical harmonic coefficients. The spherical harmonics, commonly referred to as Stokes coefficients, define a basis for the gravitational model, similar to a Fourier series but instead map to the surface of a unit sphere. This is the key error term behind recovering the gravitational perturbations. A second error term based upon the Kaula power law constrains the magnitude of the spherical harmonics as a function of their degree.

We evaluated our approach using camera data from the DAWN spacecraft’s orbits around Vesta, the second largest asteroid in the Solar System. Figure 2 shows our 3D reconstruction of Vesta color-mapped with the optimized gravitational perturbations.

Our approach, which only recovers up to degree three, develops an accurate representation of the accelerations when compared to the degree 20 NASA solution, referred to as VESTA20H [5], as seen in 3. Higher order terms governing the more complex structure are recovered more accurately than the lower degree coefficients. The contribution of higher degree terms 3 < N < 20 are approximated in our solution by the lowest order terms, such as \( J_2 \), where we see the greatest difference with the VETSA20H solution.

In this paper, we present a pure vision based approach to solving for the gravitational field of extraterrestrial bodies with image data obtained by an orbiting spacecraft or satellite. Our solution from a subset of HAMO-1 data using optical measurements only

Figure 1: (a) Gravitational field strength with harmonic coefficients of degree \( n \) and order \( m \). (b) Vesta gravitational perturbations due to harmonics up to degree \( n = 3 \).

Figure 2: Vesta 3D Reconstruction (29143 landmarks) color mapped with our gravitational field results

Figure 3: Gravity perturbation field results (a) VESTA20H solution with DSN tracking and optical landmarks (b) Our solution from a subset of HAMO-1 data using optical measurements only
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In this work we focus on performing an incremental domain adaptation of deformable part-based model (DPM) detectors [1]. The main benefit is to have an algorithm ready to improve existing source-oriented detectors as soon as a little amount of labeled target-domain training data is available, and keep improving as more of such data arrives in a continuous fashion.

We present our adaptation model as a weighted ensemble of source- and target-domain classifiers. This model is inspired in online transfer learning (OTL) [7]. Suppose we are given a set of training samples \((x_i,y_i)\), \(i=1,\ldots,N\), and we learn a target model \(f_T(x)\) which is a weighted combination of the source domain classifier \(f_1(x)\) and target domain classifier \(f_T(x)\) at time \(t\) of the incremental learning task. We denote by \(\gamma_t\) and \(\gamma_T\) the combination coefficients. At the time \(t\), given a sample \(x\), the ensemble decision function is written as follows:

\[
f_T(x) = \gamma_T f_T(x) + \gamma_1 f_1(x),
\]

where \(f_1(x)\) is updated incrementally each time \(t\). Note that \(f_T(x)\) and \(f_1(x)\) are not independent as they maximize over the same \(h\) at training and testing time. In addition to updating \(f_1(x)\), the two coefficients \(\gamma_T\) and \(\gamma_1\) are adjusted dynamically. The following updating scheme can be extended from OTL [7]:

\[
\gamma_T = \frac{\lambda_T ^t \gamma_T ^{t-1} + \gamma_1 ^t f_T ^t(x)}{\lambda_T ^t}, \quad \gamma_1 ^t = \frac{\lambda_T ^t \gamma_1 ^{t-1} + \gamma_0 ^t f_1 ^t(x)}{\lambda_T ^t}
\]

Algorithm 1: Incremental Domain Adaptation

\begin{itemize}
  \item \textbf{Input:} \\
  source classifier \(f_S\) \\
  target images \(\{x_t, t \in [1,N]\}\) \\
  \textbf{Output:} \(\hat{f}_T = f_S^{\gamma_T} f_T^{\gamma_T} f_S^{\gamma_T} f_T^{\gamma_T}\) \(\bar{y}_T = \bar{y}_T\) \(\gamma_T \leftarrow 0.5\)

1: \textbf{for } \(t = 1, 2, \ldots, N\), \textbf{do}
2: \textbf{Receive image } \(x_t\), collect samples \(D = \{(x_i, y_i)\}\).
3: \textbf{Predict } \bar{y}_T \text{ by } f_T, \text{ and } \bar{y}_T \text{ by } f^{T-1}, \text{ } j \in [1,N].
4: \textbf{Compute } \bar{y}_T \text{ and } \gamma_T \text{ by } (2).
5: \textbf{Generate training bags for MIL (see Figure } 1).
6: \textbf{Learn } \hat{f}_T \text{ with the collected bags (Eq. } (3) \text{ and Eq. } (4)).
7: \textbf{end for}
\end{itemize}

where \(\Delta f_T(x)\) is the perturbation function. Given the training bags with instances \(x_1, \ldots, x_N\), we learn the parameters \(w_i\) by minimizing the following objective function:

\[
J(w_i) = \frac{1}{2} ||w_i - w_{i-1}||^2 + C \sum_{i=1}^{N} L_{sur}(w_i, x_i, y_i, h_i).
\]

In some cases, the labels of target domain examples are weakly labeled, e.g., pedestrian samples are collected by applying a pre-trained detector. We propose to handle weakly labeled examples by multiple instance learning (MIL) (see Figure 1), and the weakly labeled structured SVM (WL-SSVM) is used to train DPM by MIL. With the above learning strategy, \(f_T\) can be embedded into the OTL framework. The complete algorithm is presented in Alg. 1.

We evaluate the proposed method on several pedestrian datasets. We use a synthetic dataset [6] to train our source domain DPM detector, and adapt it to multiple real-world datasets [4, 5]. The incremental domain adaptation achieves comparable accuracy results to the batch learned model while being more flexible for learning with continuously coming target domain data. In the future, we plan to focus on improving the incremental domain adaptation with unlabeled target domain images.

\begin{itemize}
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Given an image of a person, the problem of human pose estimation can be briefly described as localizing the position and orientation of the body limbs. The complexity of the problem comes from issues like background clutter, changes in viewpoint, changes in appearance, self-occlusions of body parts, etc.

The pictorial structures framework \cite{1} has been widely applied in human pose estimation. Yang and Ramanan \cite{7} proposed a simple yet efficient model that outperformed previous state of the art approaches. However, in addition to the difficulties of modelling small image patches for the body joints (see Fig. 1), the performance of their method is also compromised by the use of a tree-structured model. Although trees permit efficient and exact inference on graphical models, the restricted edge structure is insufficient for capturing all the important relations between parts.

![Figure 1: (a) Detection score map for the right shoulder using a classical sliding-window detection approach with a linear SVM trained on HOG features. (b) Rescored version of (a) produced by our context-based rescoring. The original map (a) has a strong score on the actual shoulder location, but also in other regions. Our proposed rescoring produces more spatially-consistent score maps, showing a high response near the correct location, and suppressing false positive locations. In addition, our rescoring method can hallucinate the location of a part, e.g. foot (d) even if there is not a high-scoring region in the original map (c).](image1)

In this work, we propose a new method for obtaining robust part detections in a pictorial structure formulation for human pose estimation. Motivated by the fact that small local HOG templates modelling the body joints (“basic parts” from now on) are sensitive to noise, we introduce information from a mid-level representation of the image in order to obtain more reliable basic part detections (see Fig. 2). More specifically, we make the following contributions:

- We introduce a method for the automatic discovery of a compact set of discriminative poselets \cite{2} that offers both high detection precision and a covering of the different poses in a given validation dataset.

- Using this set of poselets as our mid-level image representation, we assign a new score to the detections of a certain basic part through a rescoring function that learns patterns of their contextual relationships.

- We extend the formulation from \cite{7} in order to include the rescored detections.

Experimental evaluation is conducted on two benchmarks: UIUC Sports \cite{6} and Leeds Sports \cite{3}. In the experiments, pose estimation accuracy improves when our proposed rescoring functions are included in the unary potential of a pictorial structure model, using our mid-level part representation (see Fig. 3). In particular, among the different mid-level part representations in our comparative analysis, the automatic discovery of poselets with covering attains the best results in both datasets. In addition, we report a gain in the pose estimation performance comparable to the one in \cite{4,5}, while reducing the size of the mid-level representation by an order of magnitude (40-50 poselets in our approach vs. more than 1000 in \cite{4,5}).

![Figure 2: Proposed pipeline for human pose estimation. Given an input image, a set of basic and mid-level part detections is obtained. For each basic part \( i \) detection, a contextual representation is built based on mid-level part detections, which is used for rescoring the former. The original and rescored detections for all basic parts are then used in inference on a pictorial structure (PS) model to obtain the final pose estimate.](image2)

![Figure 3: Qualitative results for the UIUC Sports dataset (row 1) and LSP dataset (row 2). Leftmost images show the results from \cite{7} and rightmost images show our results.](image3)
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Deliberately-created images convey meaning, and visual style is often a significant component of image meaning. For example, a political candidate portrait made in the lush colors of a Renoir painting tells a different story than if it were in the harsh, dark tones of a horror movie. While understanding style is crucial to image understanding, very little research in computer vision has explored visual style.

We present two novel datasets of image style, describe an approach to predicting style of images, and perform a thorough evaluation of different image features for these tasks. We find that features learned in a multi-layer network generally perform best – even when trained with object class (not style) labels. Our approach shows excellent classification performance on both datasets, and we use the learned classifiers to extend traditional tag-based image search to consider stylistic constraints.

**Flickr Style** Using curated Flickr Groups, we gather 80K photographs annotated with 20 style labels, ranging from photographic techniques (“Macro,” “HDR”), composition styles (“Minimal,” “Geometric”), moods (“Serene,” “Melancholy”), genres (“Vintage,” “Romantic,” “Horror”), to types of scenes (“Hazy,” “Sunny”).

Top five predictions on the test set for a selection of styles:

![Image of Flickr Style predictions]

**Wikipaintings** Using community-annotated data, we gather 85K paintings annotated with 25 style/genre labels.

Top five predictions on the test set for a selection of styles:

![Image of Wikipaintings predictions]

**Features and Learning** We test the following features: L*a*b color histogram, GIST descriptor, Graph-based visual saliency, Meta-class binary (MC-bit) object features, and deep convolutional neural networks (CNN), using the Caffe implementation of Krizhevsky’s ImageNet architecture (referred to as the DeCAF feature, with subscript denoting network layer). Notably, the last two of these are features designed and trained for object recognition.

As we hypothesize that style features may be content dependent, we also train Content classifiers using the CNN features and an aggregated version of the PASCAL VOC dataset, and use them in second-stage fusion with other features.

**Evaluation** Mean APs on three datasets for the considered single-channel features and their second-stage combination. Only the clearly superior features are evaluated on the Flickr and Wikipaintings datasets.

<table>
<thead>
<tr>
<th>Features and Learning</th>
<th>Fusion x Content</th>
<th>DeCAF5</th>
<th>MC-bit</th>
<th>L<em>a</em>b* Hist</th>
<th>GIST</th>
<th>random</th>
</tr>
</thead>
<tbody>
<tr>
<td>AVA Style</td>
<td>0.581</td>
<td>0.579</td>
<td>0.539</td>
<td>0.288</td>
<td>0.220</td>
<td>0.132</td>
</tr>
<tr>
<td>Flickr</td>
<td>0.368</td>
<td>0.336</td>
<td>0.328</td>
<td>-</td>
<td>-</td>
<td>0.052</td>
</tr>
<tr>
<td>Wikipaintings</td>
<td>0.473</td>
<td>0.356</td>
<td>0.441</td>
<td>-</td>
<td>-</td>
<td>0.043</td>
</tr>
</tbody>
</table>

We compare our predictors to human observers, using Amazon Mechanical Turk experiments, and find that our classifiers predict Group membership at essentially the same level of accuracy as Turkers. We also test on the AVA aesthetic prediction task, and show that using the “deep” object recognition features improves over state-of-the-art results.

**Applications** Example of filtering image search results by style. Our Flickr Style classifiers are applied to images found on Pinterest. The images are searched by the text contents of their captions, then filtered by the response of the style classifiers. Here we show top five results for the query “Dress.”

![Image of Pinterest filtering results]

**Code & Data** All data, trained predictors, and code are available at http://sergeykarayev.com/recognizing-image-style/.
Simultaneous parametric estimation of multiple primitive geometric models plays a key role in the overall interpretation of complex 3D scenes. This is characterized in the literature as a problem of irregular sites with discrete labels, on which techniques of unsupervised classification and optimization can be applied. This paper presents a novel approach to the computation of primitive geometrical structures, where no prior knowledge about the visual scene is available and a high level of noise is expected. We based our work on the grouping principles of proximity and similarity, of points and preliminary models. The former was realized using Minimum Spanning Trees (MST), on which we apply a stable alignment and a goodness of fit criterion. As for the latter, we used spectral clustering of preliminary models. The algorithm can be generalized to various model fitting settings in which the spatial coherence constraint applies, without fine tuning of run parameters.

Stating our problem formally, let \( \mathbf{X} = \{ \mathbf{x}_i \}_{i=1}^n \) be a set of \( n \) data points. It is required to find \( L = \{ L_i \}_{i=1}^m \), such that \( L \) is a set of models that best describe \( \mathbf{X} \). \( L_i \) is the parameter vector of model \( i \) which, together with the variable \( M \) are unknown a priori. In addition, the data points are contaminated by varying levels of outliers.

The literature of model fitting can be broadly categorized into the following subdivisions.

**Energy-based formulation.** Early attempts include the work in the RANSAC-adaptations to the multi-model case [5]. The initial randomly populated models compete according to some poor greedy heuristics which results in enhancing each model locally. Generally, the oversimplified single objective formulation overlooks cues that are inherent to the human visual system. These include, the compactness of points in areas that belong to the same model and the intuitive merging of adequately similar models. This gave rise to the need for regularized functions, as in PEARL [2]. It is inspired by the energy function of the incapacitated facility location problem (FLP) [4]. Mapped to our application, it incorporates a data cost and a cost for establishing a new label. They added a smoothness prior that ensures the spatial coherence in the search. The random initial set of hypotheses are verified using the \( \alpha \)-expansion graph cut optimization. The main shortcomings of this paradigm are the determination of the trade off between the various energy terms and settling for approximate solutions to preserve computational feasibility causing it be susceptible to local minima. In addition, it is not difficult to find a counter example, as in figure 1 (a), for relying on absolute proximity to enforce spatial coherence (implies that possible inliers are closer to each other than to outliers).

**Similarity-based formulation.** This category exploits the fact that a structure can be detected by the presence of several entities sharing a certain property, defined upon a parameter, residual or conceptual space. The entities can be the given points, as the system proposed in [6]. An agglomerative algorithm clusters points based on the Jaccard distance and the final models are the best fits of these clusters. The points are expressed by their set of preferred models based on residuals. This can be very misleading in case of random generation of models that may result in poor data points that belong to the minimum spanning tree (MST) and we find the best fitting model. Due to the presence of geodesic paths between inliers of a model on its surface, we argue that MST-based sampling is more robust to varying noise levels than propagation-based ones. We introduce a novel stable alignment criterion to select the best size of the sample set that generates the model at the investigated point. It relies on the fact that at a certain phase, the model alignment is not drastically altered by the inclusion of gross outliers. Because, the growing size of the subtree enhances the spread of inlier points and the adherence of the generated model to the underlying structure. The subtree selection is further enhanced by the incorporation of the margin of error criterion, which geometrically indicates how well aligned and dense the points are in the consensus zone. For measuring the alteration in the model alignment, we introduce an arbitrary dissimilarity measure: model deviation. We have shown its superiority to the commonly utilized measure of Jaccard distance, with respect to being more linear and sensitive to small perturbations.

**Repeated 2-clustering method.** In a top-down approach, the algorithm can be generalized to various model fitting settings in which the spatial coherence constraint applies, without fine tuning of run parameters.

Our proposed algorithm provides a solution to the problems presented in figure 1 by relying on analysis of models layout in space, focusing on point arrangements rather than optimizing on residual values. It belongs to the category of model-based similarity formulation of the model fitting problem. To ensure the correct detection of clusters, the sampling of the hypothesized models should guarantee the repeated presence of optimal/sub-optimal models, in order to form agglomerated dense regions in some space. For this reason and because random sampling fails in this respect, we have resolved to the guided sampling paradigm. At each point we initiate a sample set. Gradually, this set is expanded by incorporating more points that belong to the minimum spanning tree (MST) and we find the best fitting model. Due to the presence of geodesic paths between inliers of a model on its surface, we argue that MST-based sampling is more robust to varying noise levels than propagation-based ones. We introduce a novel stable alignment criterion to select the best size of the sample set that generates the model at the investigated point. It relies on the fact that at a certain phase, the model alignment is not drastically altered by the inclusion of gross outliers. Because, the growing size of the subtree enhances the spread of inlier points and the adherence of the generated model to the underlying structure. The subtree selection is further enhanced by the incorporation of the margin of error criterion, which geometrically indicates how well aligned and dense the points are in the consensus zone. For measuring the alteration in the model alignment, we introduce an arbitrary dissimilarity measure: model deviation. We have shown its superiority to the commonly utilized measure of Jaccard distance, with respect to being more linear and sensitive to small perturbations.

We construct a similarity matrix between populated models and then pass it to spectral clustering algorithm [3] to produce subsets. We handled the issue of the unknown number of models and subsequently clusters with the Repeated 2-clustering method in a top-down approach. The regularization function is the Davies Bouldin (DB) index [1]. Each cluster promotes its centroid model to the final set, defined as the model that is least dissimilar to the rest of models in the same cluster. Our algorithm was shown to outperform the state-of-the-art techniques, in some aspects.

Figure 1: Snapshots of point arrangements, (a) showing 3 randomly formed models (lines) and some points scattered around them. The points in blue share very similar preference based on the cross structure despite the discrepancy in their true belonging; (b) showing 2 inliers in green with an in-between distance larger than the distances between one of them and the gross outliers in red.
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Abstract

The broad deployment of wearable camera technology in the foreseeable future offers new opportunities for augmented reality applications ranging from consumer (e.g., games) to professional (e.g., assistance). In order to span this wide scope of use cases, a markerless object detection and disambiguation technology is needed that is robust and can be easily adapted to new scenarios. Further, standardized benchmarking data and performance metrics are needed to establish the relative success rates of different detection and disambiguation methods designed for augmented reality applications.

Here, we propose a novel object recognition system that fuses state-of-the-art 2D detection with 3D context. We focus on assisting a maintenance worker by providing an augmented reality overlay that identifies and disambiguates potentially repetitive machine parts. In addition, we provide an annotated dataset that can be used to quantify the success rate of a variety of 2D and 3D systems for object detection and disambiguation. Finally, we evaluate several performance metrics for object disambiguation relative to the baseline success rate of a human.

Method

We seek a monocular system that operates markerless and exploits state-of-the-art object detectors in order to disambiguates objects as parts of a machine. Figure 1 shows an overview of our system.

In order to match the 3D layout with \( N \) objects \( g_n \) to the observed detections \( d \), we define an energy function that is taking into account the object appearance \( E_{\text{appearance}} \), deformation of the layout \( E_{\text{deformation}} \), scale \( E_{\text{scale}} \), viewpoint \( E_{\text{viewpoint}} \) as well as amount of matched objects \( M \).

In order to match the 3D layout with \( N \) objects \( g_n \) to the observed detections \( d \), we define an energy function that is taking into account the object appearance \( E_{\text{appearance}} \), deformation of the layout \( E_{\text{deformation}} \), scale \( E_{\text{scale}} \), viewpoint \( E_{\text{viewpoint}} \) as well as amount of matched objects \( M \).

In order to minimize the objective, we follow a RANSAC pipeline by randomly selecting candidate alignments between the detections and the machine layout which results in an initial geometric transformation.

Experiments

In order to evaluate our approach, we propose the first benchmark for an object disambiguation task in maintenance work that is composed of an annotated dataset. Furthermore, instead of using traditional Pascal metric, we are interested in a metric that captures the object disambiguation performance of a human if provided with the produced overlay. Therefore we propose a set of candidate metrics and then evaluate which one is closest to actual human judgement on the task. Our proposed metric gives a more realistic estimate of the system performance than a traditional Pascal object detection metric that consistently underestimates the system performance.

Figure 2 shows example results of our system in comparison to the groundtruth annotations.
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Indoor localization systems are applied to navigate people in large and complex indoor environments, such as shopping malls and museums where auxiliary information is necessary to help visitors localize themselves. In some urgent situations, like boarding an airplane and finding the emergency room in a hospital, providing accurate and timely location information is essential for travelers to catch planes and wounded people to get prompt medical assistance. The majority of the current indoor localization methods are based on WiFi and pre-deployed beacons. These methods usually require additional equipment to perform the localization task and the accuracy depends on the distribution of beacons and cellular stations in a large extent. Meanwhile, the WiFi and beacon based methods are lack of the orientation information, which is essential for navigation. GPS is quite successful in outdoor navigation. However, in indoor buildings with roofs and walls, weak GPS signals result in unreliable navigation information. Even in an outdoor large building area, GPS signals from satellite are attenuated by walls.

Image-based localization has been mainly applied in outdoor environments in the past to overcome the weak GPS signal problem among large buildings. This method has been introduced to indoor environments in recent time. The main idea is to linearly search the image database consisting of indoor building images and find the best matched image. With the development of Structure-from-Motion (SfM) reconstruction techniques, 3D models are used for localization. Users can easily capture a 2D image with their mobile phone and register the 2D image with the 3D model to get the location information. In this process, features extracted from the 2D images are utilized to match against the features in the SfM 3D model; camera pose can be calculated based on the matching descriptors, providing users the location and orientation information. As the SfM technique does not require the cameras to be calibrated, the related images are easier to obtain, which makes the large scale reconstruction and 3D model based localization possible. Obtaining the location information is only half of the job. A map with the location information can help better perform the navigation task. With this purpose, a 3D model is suitable for localization purposes that facilitate users to understand the 3D building structure and schedule a visiting plan. However, a SfM model for localization usually contains millions of descriptors. Searching the correspondences within this scope is extremely time-consuming. Although k-d trees and visual word methods are applied to accelerate the corresponding search process, the reduced search scope may potentially add incorrect correspondences between 2D features and 3D points.

In this paper, we propose multi-view image-based localization, which is a framework based on multi-task learning (MTL). MTL attempts to improve the performance of several specific tasks based on the shared common properties. Current research shows that it is beneficial to learn the tasks simultaneously instead of learning a single task separately when the tasks exhibit commonalities. During the learning process, the shared information across different tasks is extracted to simultaneously learn the multi-related tasks. With the purpose of guiding users with the location and orientation information, we divide the physical view direction into several regions. It is expected that images of the same object captured from different view directions contain similarities with regards to appearance, as well as differences due to the viewing perspectives.

Multi-view image based localization aims to learn the relationship of interior architecture appearance across different viewing directions. Ideally, the tasks within the same group should share the similar features while features extracted from tasks in different groups are expected to be different. Following this idea, images captured from the same direction are classified into one task, including same and different location images. The images captured from the same location across different camera angles are treated as the same group. We learn a multi-view regression model based on the correlated tasks scattering in different groups. During the testing phase, the query image retrieves the most relevant group for achieving the location information. Meanwhile, our MTL regression model assigns a direction to the query image based on multiple tasks for the orientation purpose. As we perform SfM reconstruction prior to the multiple view localization phases, every image used for SfM reconstruction is associated with a camera pose. The camera pose of the most corrected image within the same task, and the same group is assigned to the query image. We further apply bundle adjustment to the query image to refine the assigned camera pose. In this way, we can take benefits from localization methods both based on 2D image and 3D model. The whole multi-view image-based localization framework is illustrated in Figure 1.

![Multi-view image-based localization system](image)

Figure 1: Multi-view image-based localization system

To summarize, the contributions of this paper are the following: (i) To our knowledge, this work is the first to address the problem of indoor image-based localization from multi-view settings. (ii) We are the first to propose the multi-task learning approach for multi-view indoor image-based localization. (iii) Both the orientation of the image and the location information can be obtained by exploiting multi-task learning.

Making use of the multi-task learning method, we develop a multi-view image based localization system. By separating the view directions into 3 different partitions as tasks, we simultaneously learn the relationship among the tasks, which can improve the prediction accuracy of each view orientation. The learned multi-view regression model can accurately retrieve the location information. After learning the model, our multi-view system can retrieve the location and view orientation information by computing a dot product to assign a correlation score, avoiding large scale correspondences search. Leveraging the 3D localization system, we assign the camera pose of the nearest neighbor image of the same orientation and location used for SfM reconstruction to the query image, with further refinement using bundle adjustment. Embedding our multi-view method into the 3D localization system helps us better achieve the localization information in a 3D map.
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Change detection is a computer vision application that attempts to distinguish normal and abnormal scene activity in video sequences. However, natural scenes are composed of complex, dynamic events that make it difficult for a change detection system to distinguish between changes of interest and background. To further compound the problem, it is impossible to define what a system should consider as a relevant change without considering the context of the application. For example, are cars moving along a highway foreground or background? If the goal of the application is to count the number of cars entering and exiting a restricted area, it is necessary for the system to account for every car in the scene. However, if the requirement is to monitor a busy highway for irregular traffic activity such as a collision, then the system will need to consider common traffic patterns as normal and not declare routine traffic activity as change.

This paper describes a supervised system for pixel-level change detection for fixed, monocular surveillance cameras. Per-pixel intensity sequences are modeled by a class of Hidden Semi-Markov Models (HHMMs), to accurately account for stochastically periodic phenomena prevalent in real-world video. The per-pixel HHMMs are used to assign discrete state labels to pixel intensity sequences that summarize the appearance and temporal statistics of the observations. State assignments are then used as a features for constructing per-pixel codebooks during a training phase to identify changes of interest in new video.

The per-pixel intensity model is validated by showing superior predictive performance to pixel representations commonly used in change detection applications. A new data set is presented which contain dynamic, periodic backgrounds with larger time scale variability than previous data sets and the proposed method is compared to state-of-the-art change detection methods using the new videos.

A Duration Dependent Hidden Markov Model (DDHMM) models a sequence of observations, \( Y = (y_1, y_2, \ldots, y_T) \), using a sequence of latent state pairs: \((S_1, D_1), (S_2, D_2), \ldots, (S_l, D_l)\) where \(S_i\) is a state label and \(D_i\) is a random variable that represents the time spent in state \(S_i\). Note that capital letters denote random variables and lower case letters represent specific variable assignments. A graphical visualization of a DDHMM is shown in Figure 1 where dotted circles represent random variables and the shaded nodes represent observed quantities. The topology of the graphical model is variable since the number of state-duration tuples will change depending on the particular configuration of the duration random variables.

The observation and state sequences are related through three fundamental distributions: the duration \(p(D_i = d_i | S_i = s_i)\), state transition \(p(S_i = s_i | S_{i-1} = s_{i-1})\) and emission \(p(y_i | S_i = s_i)\) distributions. The likelihood of an observation sequence given a particular latent state assignment is given by equation 1 where \(e_i = \sum_{m=1}^{N} d_m\) and \(p(s_1)\) is an initial distribution of state labels. The observation sequence is assumed to be left-censored, i.e., the last tuple \((s_l, d_l)\) is distributed according to the state survival distribution \(p(D_i > d_i | s_i)\), to mitigate the effect of the length of the observation sequence on the probability of a particular state sequence [2].

\[
p(y_1, \ldots, y_T | (s_1, d_1), \ldots, (s_l, d_l)) = \cdots
\]

\[
p(s_1)p(d_1 | s_1) \prod_{m=1}^{l-1} p(y_m | s_1) \prod_{i=2}^{l} p(d_i | s_i)p(s_i | s_{i-1}) \cdots
\]

\[
\prod_{i=1}^{d_i} p(y_{i+j} | s_i)p(D_i \geq d_i)p(s_i | s_{i-1}) \prod_{k=1}^{d_i} p(y_{i+j+k} | s_i)
\]

A simple single-pass, greedy algorithm is used for learning the parameters and complexity of the per-pixel DDHMMs as well as computing the locally most likely state assignment under an AIC [1] based objective function. An unoptimized multithreaded C++ implementation, running on a 3.46 GHz Intel i7 processor, achieves real-time performance. Specifically, continuously updating a DDHMM at each pixel for a video sequence containing seventeen hundred frames with resolution 240 \(\times\) 320 pixels takes an average of 31 milliseconds per frame.

The Swing video sequence shown in Figure 2 shows a mother pushing her daughter on a swing set and eventually, a previously unobserved pedestrian enters and exits the scene. This seemingly innocuous footage contains interesting periodic phenomena that modern change detection algorithms cannot model. The mother’s motions are repetitive as she pushes the child with a periodic rhythm. The mother and daughter on the swing set are considered normal, they are using the swing set for the entirety of the video sequence, and the pedestrian is a change of interest. By modeling intensity persistence, the proposed method is able to explicitly model the dynamics of the swinging child and avoid false positive detections. Competing algorithms exhibit significantly higher false positive rates for this sequence.

![Figure 1: Graphical visualization of the DDHMM](Image)

![Figure 2: Swing sequence: Change detections are visualized as white pixels, normal scene activity as black. The proposed method is the only algorithm which can learn the swinging child is a normal part of the scene but still detect the previously unobserved pedestrian.](Image)

The paper discusses the implementation of the online DDHMM learning and inference algorithm as well as the construction of the DDHMM based codebook and its application as a classifier for detecting changes in novel video segments. The proposed method is compared to current state of the art change detection algorithms and is shown to be superior, especially in environments containing complex periodic phenomena.


3D scene understanding plays an essential role for intelligent vehicle applications. In these applications, passive stereo vision systems offer some significant advantages to estimate depth information compared with active systems such as 3D LIDAR. To apply stereo vision in autonomous driving, a new real-time stereo matching algorithm paired with an online auto-rectification framework is proposed. This method uses a bi-directional Viterbi algorithm at 4 paths to decode the matching cost space and a hierarchical structure (as shown in Fig. 1) is proposed to merge the 4 paths to further decrease the decoding error. We introduce Total Variation [1] constraint into Viterbi path for approximately modeling 3D planes at different orientations to reach a similar effect as slanted-plane models. Structural similarity (SSIM)[3] is used to measure the pixel difference between left and right images at epipolar lines to improve robustness to luminance variation. The equation for one Viterbi path is expressed by:

$$e(p,u) = \min_{u' \in L_u} \{ e(p-1,u') + \lambda e^{-|G|} |u-u'| + SSIM(p,u) \} \quad (1)$$

where $e(p,u)$ is the energy of Viterbi node at pixel $p$ and disparity $u$, $G$ is the gradient information of image, $\lambda$ is the parameter, $L_u$ denotes connected Viterbi nodes to the Viterbi node at pixel $p$ and disparity $u$.

Based on the output of Viterbi process, a convex optimization equation is derived to estimate epipolar line distortion. We summarize the properties of the epipolar line distortion caused by normal factors in intelligent vehicle applications. Based on these properties and inspired by the famous optical flow problem, we convert this distortion estimation problem to an optimization problem and employ the convex optimization theory to solve it. The Viterbi process and convex optimization are integrated into an online framework (as shown in Fig. 2) and two parts benefit each other without losing speed in this framework. It can automatically keep the epipolar line constraint to avoid the degradation of stereo matching results, which usually happens when other stereo matching methods being applied for driving vehicles.

Extensive experiments were conducted to compare proposed algorithm with other practical state-of-the-art methods for intelligent vehicle applications. According to evaluation results at the KITTI [2] training dataset which includes total 194 images, our method has 7.38% average error rate compared to SGBM’s 12.88% and ELAS’s 11.99%. We also test the proposed algorithm in our experimental autonomous vehicle at real driving environments. For any 640x480 images with maximum 40 disparities, the running time is about 196ms with GTX TITAN GPU and Xeon E5-2620 CPU. Real driving videos including featured cases and typical failure cases can be found in the supplementary material.
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Photometric stereo (PS) [3] is a technique to accurately recover the normal map of a 3D scene from several pictures (at least three) taken from the same viewpoint and under different illumination conditions. When the light directions and intensities are known, photometric stereo can be solved as a linear system. When the illumination is unknown, one needs to solve a much harder problem: uncalibrated photometric stereo. Typical assumptions are the Lambertian reflectance, orthographic projection, absence of shadows and interreflections and that the light sources are far away from the object. In particular, the last assumption allows to consider parallel illumination and, consequently, a simpler image formation model.

The distant light assumption is a reasonable approximation as long as the dimensions of the scene are much smaller than the distance of the light sources. However, this may not be the case in many practical scenarios such as endoscopy, cultural heritage, reconstruction of big indoor objects, underground and underwater navigation, or full human body 3D reconstruction. Motivated by this fact, we introduce for the first time an uncalibrated near-light photometric stereo method where no prior information about light position and intensities is needed. Only in [1] uncalibrated near-lights were considered. However, the method only recovers depth cues obtained from particular illumination configurations (lights moving on a line or plane), while in our algorithm we consider illuminants distributed arbitrarily in front of the object. We achieve this by first analyzing the reconstruction ambiguities and then by introducing an iterative technique to solve for the normals, reflectance and lights. We demonstrate the practical use and accuracy of our algorithm with real world experiments and compare it with the state-of-art in uncalibrated distant light photometric stereo.

The image formation model typically used for the near-light case under the Lambertian reflectance is

$$ I_{pk} = \rho_p N_p (L_k - X_p) / ||L_k - X_p||^q e_k, $$

where $q = 3$, $N_p$ is the normalized normal, $L_k$ is the 3D position of the $k$-th light, $X_p$ the corresponding intensity, $X_p$ is the 3D position of a generic point of the surface and finally $\rho_p$ is the albedo, where $p$ denotes the pixel or spatial index. Notice that the intensity fall-off is inversely proportional to the square distance of the light source from the object. In [2] the attenuation term is considered to be inversely proportional to the distance instead of the square distance of the light from the surface point and in this case we have $q = 2$. In this work we investigate both cases ($q = 2$ and $q = 3$).

We solve the uncalibrated near-light photometric stereo via an alternating minimization procedure which consists of two steps: first we estimate the normals, the albedo and the depth and then we estimate the lights and their intensities given the normals, the depth and the albedo.

In Fig. 1 we show the experimental results in the case of the Dwarf and Sphere datasets. We captured images by randomly distributing 12 led lights in the upper hemisphere of the scene, which were positioned within a distance range of 40-60 cm. The light calibration was done manually (in order to have a ground truth reference) and the error is less than 0.5 cm. We have included additional profile photos in order to create a better perception of the 3D structure of the scene. It can be noticed that a choice of $q = 2$ in the image formation model yields to lower reconstruction errors compared to that for $q = 3$. The light estimation is more accurate as $q$ increases and the angular error of 24.85 angular degrees. These results seem to be in contradiction with the well established image formation model for near-light illumination which requires $q = 3$. This might be due to the light sources we chose for the illumination setup. However, for both cases the reconstruction results obtained with our method are very good. Indeed, notice the significant improvement of the reconstruction compared to the distant light photometric stereo. Conventional photometric stereo fails because the lights are close to the scene and the distant light assumption does not hold anymore and a strong distortion of the normal map can be noticed, especially towards the borders of the image.

However, the surface is smoothed out at the borders of the object. This is because of the shadows which introduce non-negligible distortion to the imaging model, especially when the lights are closer to the scene, as in our experimental setup. Moreover, the effect of interreflections at these regions with strong concave edges is significant. Finally, the running time of our algorithm for the above datasets with resolution 0.2-0.3 megapixels varies between 3 and 4 minutes.


Figure 1: Reconstruction results for the Dwarf and Sphere scene obtained via our experimental setup. Rows from top to bottom: frontal (first and third column from left) and lateral (second and fourth column from left) view of the scene, reconstructed surfaces via calibrated distant light PS (second row from top), reconstructed surfaces via our calibrated near-light PS (third row from top), reconstructed surface via our uncalibrated near-light PS method with $q = 2$ (fourth row from top) and reconstructed surface via our uncalibrated near-light PS method with $q = 3$ (fifth row from top).
In recent years, with videos playing an increasingly important role in our everyday lives, video-based face recognition (VFR) has begun to attract considerable research interest. In this paper, we attempt to improve the performance of VFR based on the concept of intra-personal/extra-personal face variations. The concept was first proposed by Moghaddam et al. in [2] and has achieved great success in still-image based face recognition. Specifically, the intrapersonal subspace $\Omega_{in}$ is defined as the subspace constructed from within-class sample differences $\{\Delta t_0\}$. It accounts for appearance variations of the same subject that arise from factors like pose, lighting, expression etc. Similarly, the extra-personal subspace $\Omega_{ex}$, which characterizes appearance variations caused by intrinsic identity differences, is constructed using the between-class sample differences $\{\Delta t_1\}$. To apply this concept to the VFR problem, our solution is based on two aspects: To handle pose variations, we learn a Structural-SVM-based detector that simultaneously localizes the face fiducial points and estimates face pose. To model other face variations, we exploit the strengths of sparse codings by constructing intra-personal/extra-personal dictionaries. An overview of the proposed approach is shown in Figure 1.

For face normalization, we learn a mixture of fiducial point detectors which is used for geometric alignment. Each component of the mixture corresponds to a specific face pose. We localize the fiducial points $L$ and estimate the face pose $m$ jointly by maximizing the potential function: $z^* = \{L^*, m^*\} = \arg\max_{L,m} \phi_m(l, L)$. To learn the parameter $w$, we solve the following margin re-scaling structure SVM problem:

$$
\min_{w} \frac{1}{2} \|w\|^2 + C \sum_{n} \max_{\Omega_{in}} \|\Delta(z, z_0) + w^T \Phi(l_n, z) - w^T \Phi(l_n, z_0)\|_2
$$

In (1), $(l_n, z_0)$ is an image-label pair in the training database and $Z$ is the viable label configuration set. $\xi_m$ is the slack variable. $\Delta(z, z_0)$ is the loss function of the output $z$ when measured against the ground-truth label $z_0$. Suppose there are $S$ fiducial points in total and the subset of indexes of these fiducial points visible for the $m$-th pictorial model is $S(m)$. Compared with Zhu and Ramanan’s recent Deformable Parts Model (DPM)-based face and feature detector [3], our objective function explicitly impose constraints on the margin between correct and wrong predictions. Moreover, in our case the margin is re-scaled by a loss function $\Delta(z, z_0)$ which penalizes the negative training samples according to their misalignment errors. As a result, although our method is not designed to produce face detection output in addition to feature point locations, it has higher accuracy in localizing fiducial points.

Based on the estimated pose, the localized faces in a video are then aligned to pose-specific common reference coordinate frames. They are further clustered using a non-parametric Bayesian model to remove temporal redundancy. The resulting model has infinite number of Gaussian mixtures controlled by a Dirichlet process $DP(\beta, H)$ [1], where $\beta$ is the concentration parameter and $H$ is the base probability measure. The mixture weights are generated from the Griffiths-Engen-McClosky (GEM) process. By using the Dirichlet process mixture model, new clusters can be generated when more frames are observed, and there is no need to know the number of clusters a priori.

In recent years, sparse coding has gained popularity in the field of image classification. In general, a dictionary $D = \{D_1, D_2, ..., D_n\}$, where $D_i \in R^d$, can be learned unsupervisedly from training samples $X = \{x_i, i = 1, 2, ..., N\} \in R^{d \times N}$ (in our case, the training samples are intra/extra-personal difference of feature vectors which are extracted from faces of the same pose.) by solving the following constrained optimization problem:

$$
\min_{D, z} \frac{1}{2} \|x_i - Dz_i\|^2_2 + \lambda \|z_i\|_1
$$

However, to serve the purpose of classification better, we follow the Label-Consistent K-SVD (LC-KSVD) algorithm to jointly learn a generative shared dictionary and a discriminative projection matrix. Although the shared dictionary is composed of two sub-dictionaries corresponding to intrapersonal and extra-personal differences respectively, the sparse code of any input difference vector is computed by using the complete set of atoms in the dictionary. As a result, the final optimization problem has the following form:

$$
\min_{X, \Omega} \|X - DA\|^2_2 + \mu \|Q - BA\|^2_2 + \sigma \|F - WA\|^2_2 + \lambda \sum_i \|\xi_i\|_1
$$

In (3), the columns of $F \in R^{d \times N}$ are labels of the training instances in $X$, represented using the 1-of-K coding scheme. The matrix $W \in R^{d \times d}$ encodes the discriminative information of the sparse codes $A$ and is learned along with the shared dictionary. The linear transformation $B \in R^{k \times d}$ encourages the samples from the same class to be reconstructed using similar atoms. This constraint can be written in the form: $BX = Q$, where $Q \in R^{k \times N}$ has a block diagonal form. At test time, for each probe video, we extract feature vectors from the centers of clusters formed using the non-parametric Bayesian method introduced above, and take differences between them and the feature vectors similarly extracted from clusters in the gallery videos. Recognition results are then obtained using the learned intra-extra/personal dictionaries and the discriminant matrix $W$.

One advantage of the proposed algorithm is its scalability. Traditionally, it requires a large amount of training data to effectively characterize a subject. More often than not, we have insufficient training samples to account for all possible variations for each subject. As a result, decision boundaries of the classifiers are often highly dependent on the training data and are prone to change every time we add new subjects to the database. In contrast, because the intra/extra-personal face variations are generic, our algorithm is flexible enough to learn a dictionary using either the training set from the same database or that of an entirely different set of subjects (i.e. cross-database dictionary). We demonstrate through experiments that the proposed approach achieved state-of-arts performance in both modes. Moreover, the proposed framework naturally supports the face verification protocol in addition to the recognition one.

Video segmentation has been an active research topic for the last decade. It is often used as a pre-processing procedure for subsequent vision algorithms. Despite its significant practical relevance, research on video segmentation does not catch up with its counterpart of image segmentation, due to multiple challenges including higher dimensional (3D) segmentation, temporal consistency, scalability and efficiency, and many more. Most existing algorithms require pre-loading all or part of the video and batch processing the frames, which introduces temporal latency and significantly increases memory and computational cost. Other algorithms rely on human specification for segmentation granularity control.

In this paper, we propose an efficient online hierarchical supervoxel segmentation algorithm for time-critical applications. Here by online, we mean the algorithm computes the supervoxel segmentation of the video stream up to the latest frame once it arrives. Therefore the algorithm requires no streaming buffer but the incoming frame and thus runs in the truly online manner. It also automatically segments the video with hierarchical granularity. The main contributions of the work include

1. an efficient, yet effective probabilistic segment label propagation across consecutive frames,
2. a new method for label initialization for the incoming frame, and
3. a temporally consistent hierarchical label merging scheme.

Figure 1 illustrates the processing flow of our algorithm. The algorithm starts with the over-segmentation and the corresponding hierarchical segmentations of the first frame using the hierarchical graph-based segmentation [3]. Then it propagates the over-segmentation labels onto the second frame based on both motion (dense optical flow) and appearance cues to form the “seed” segments and the corresponding new graph for the second frame. The seed segments grow in the second frame and new segments (if any) are naturally generated using the graph-based merging to complete the over-segmentation for the second frame. Finally, higher-level segmentations of the second frame are generated with a self-supervision merging scheme based on the segmentation at the same level in the previous frame. These steps are repeated when the new frame is coming to form the up-to-date video stream segmentation.

We test our algorithm on a public benchmark dataset [5], and use a wide range of performance metrics to thoroughly compare it with multiple state-of-the-art algorithms, namely, Segmentation by Weighted Aggregation (SWA) [1, 4], Graph-Based Hierarchical segmentation (GBH) [3], and Streaming Graph-Based Hierarchical segmentation (StreamGBH) [6]. In particular, SWA and GBH are offline algorithms which load the video at once. According to both [2] and [5], GBH is one of the top-performing algorithms. StreamGBH loads a buffer of frames at a time. Here we test and compare two of its variations with (K=1) and (K=10).
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In this paper, we propose an efficient online hierarchical supervoxel segmentation algorithm for time-critical applications. Here by online, we mean the algorithm computes the supervoxel segmentation of the video stream up to the latest frame once it arrives. Therefore the algorithm requires no streaming buffer but the incoming frame and thus runs in the truly online manner. It also automatically segments the video with hierarchical granularity. The main contributions of the work include
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Figure 1 illustrates the processing flow of our algorithm. The algorithm starts with the over-segmentation and the corresponding hierarchical segmentations of the first frame. Then it propagates the over-segmentation labels onto the second frame based on both motion (dense optical flow) and appearance cues to form the “seed” segments and the corresponding new graph for the second frame. The seed segments grow in the second frame and new segments (if any) are naturally generated using the graph-based merging to complete the over-segmentation for the second frame. Finally, higher-level segmentations of the second frame are generated with a self-supervision merging scheme based on the segmentation at the same level in the previous frame. These steps are repeated when the new frame is coming to form the up-to-date video stream segmentation.

We test our algorithm on a public benchmark dataset [5], and use a wide range of performance metrics to thoroughly compare it with multiple state-of-the-art algorithms, namely, Segmentation by Weighted Aggregation (SWA) [1, 4], Graph-Based Hierarchical segmentation (GBH) [3], and Streaming Graph-Based Hierarchical segmentation (StreamGBH) [6]. In particular, SWA and GBH are offline algorithms which load the video at once. According to both [2] and [5], GBH is one of the top-performing algorithms. StreamGBH loads a buffer of frames at a time. Here we test and compare two of its variations with (K=1) and (K=10).

Figure 2(a) shows the 3D boundary PR of all algorithms. SWA appears to have the best PR tradeoff. Our algorithm is comparable to GBH and StreamGBH with K = 10, and outperforms StreamGBH with K = 1. Figure 2(b) shows the 3D volume precision-recall of all algorithms. Our algorithm is comparable to GBH and SWA, and outperforms the two StreamGBH variations.

Table 1 shows that our algorithm is significantly faster than all the other algorithms including the StreamGBH with K = 1. This is because our graph-based segmentation is carried out only on individual 2D frames, while that in StreamGBH is carried out on a (K+1)-frame 3D volume. Even with K = 1, the number of edges that need to be cut (for each frame) in StreamGBH is at least a couple of times that in our algorithm. Our algorithm is also memory-efficient. Offline algorithms or streaming algorithms require the memory size proportional to the size of the 3D volume buffer, while our algorithm only requires memory size proportional to the 2D frame size.

The problem of estimating the 3D shape of human faces from single images is of great interest and has attracted considerable research effort. Many approaches recently proposed to solve this problem could be considered extensions of Shape-from-Shading (SFS) methods, where a 3D shape is optimized to generate 2D renderings that match the input images [1, 5, 7]. Other methods in the literature propose to infer 3D face shape by fitting a set of feature points between the 2D image and the 3D model [3, 4, 6].

In this paper, we propose the Two-Fold Coupled Structure Learning (2FCSL) algorithm, which is capable of reconstructing 3D face models based on a sparse set of 2D landmarks that could be localized automatically by most of the recently proposed landmark detectors. By explicitly incorporating 3D-2D pose estimation and formulating the problem into a two-fold coupled structure learning problem, our method achieves better robustness to arbitrary pose variations and landmark localization noise.

Using a shape vector representation $Y^I_{3D}$ of the dense 3D face, $N$ 3D training faces are stacked together to construct the 3D dense landmark (3DDL) model $y^I_{3DL} = (Y^I_{3D,1}, \ldots, Y^I_{3D,N})$. Similarly, 3D sparse landmark (3DSL) model is represented by $X^I_{3D} = (X^I_{3D,1}, \ldots, X^I_{3D,N})$, where $X^I_{3D}$ is the vector representation of $M$ 3D landmarks. Given a 2D image, a sparse set of landmarks $X^I_{2D}$ is first detected with any off-the-shelf detector. Then, the 3D-2D projection matrix $P$ is estimated using least squares minimization, such that $X^I_{2D} = PX^I_{3D}$, where $X^I_{3D}$ is the mean of 3DSLs in the training database. By projecting each 3DSL via $P$, the corresponding 2D sparse landmark (2DSL) model $Y^I_{2D} = (Y^I_{2D,1}, \ldots, Y^I_{2D,N})$, where $Y^I_{2D}$ is the vector representation of $M$ 2D landmarks, is generated on-line.

By applying PCA to the 3DSL and the 2DSL models, we derive a compact representations of the corresponding shapes $A_m$ and $A_n$, based on which a PLS regression $P_{PLS}$ [2] is learned. $A_m = A_nP_{PLS}$:

$$X^I_{3D} = \bar{x}^I_{3D} + \sum_{m=1}^{N-1} a_m U^I_{3D}$$

$$X^I_{2D} = \bar{x}^I_{2D} + \sum_{m=1}^{N-1} a_m U^I_{2D}$$

Following the same procedure, we compute the compact representation of $X^I_{2D}$ by solving for $a_m = U^I_{2D}^{-1}(X^I_{2D} - \bar{x}^I_{2D})$. Then the $a_m$ is recovered by $\hat{a}_m = a_m P_{PSL}$ and the 3DSL is constructed through $X^I_{3D} = \bar{x}^I_{3D} + \hat{a}_m U^I_{3D}$. After we obtain the 3DSL $X^I_{3D}$, we aim to reconstruct the 3DDL $Y^I_{3D}$.

In the training phase, the correlation between 3DSL and 3DDL is implicitly learned in a coupled manner.

$$\arg\min_{\alpha, A^*_m, A^*_n} \| [\frac{\bar{x}^I_{3D}}{X^I_{3D}} - [\frac{\bar{x}^I_{3D}}{X^I_{3D}}] A^*_m] \alpha \|^2_2 \text{ s.t. } \|\alpha\|_1 \leq \beta_1$$

$$\arg\min_{\alpha^*} \| X^I_{3D} - A^*_m A^*_n \alpha^* \|^2_2 + \beta_2 \|\alpha^*\|_1 + \beta_1 \|\alpha^*\|_2$$

By fitting $X^I_{3D}$ to $A^*_m A^*_n$, the shared coefficient $\alpha^*$ could be recovered by solving Eq. 4. Then, the final $Y^I_{3D}$ is reconstructed via Eq. 5:

$$Y^I_{3D} = \frac{A^*_m A^*_n \alpha^*}{b_0}$$

In the paper, we conducted several experiments using both synthetic data and real 2D face images from two face datasets. Compared with [6], our method demonstrates higher reconstruction accuracy and better robustness to face pose variations and landmark localization noise. Fig. 1 depicts the reconstructed 3D face of Mona Lisa using the famous painting by Leonardo da Vinci and the lifted texture in a pre-registered UV space.
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