In this work we present a complete methodology for single image shadow detection based on the learned appearance of shadows. Our main contributions are:

- A novel single region classifier with a multikernel model specifically tailored for shadow region classification with SVM that outperforms the state of the art.
- A novel boundary classifier for shadow boundaries cast over surfaces with the same material, and two improved paired regions classifiers.
- We pose shadow detection as an MRF binary labelling problem that combines our accurate single region classifier with both boundary cues and illumination relationships between pairs of regions of the same material obtained from precise classifiers.

We propose a single region shadow classifier based on a multikernel SVM. Our multikernel model is a linear combination of $\chi^2$ and Earth Mover’s Distance (EMD) [5] kernels that operate on texture and color histograms disjointly. This single region classifier already outperforms the more complex state of art methods, without performing MRF/CRF optimization.

The local appearance of a single region is often ambiguous. Even for a human observer it can be hard to discern if a region is in shadow or not, without considering its context. Hence, it is sensible to look beyond the boundaries of a single region to decide its shadow label [1] [6]. In contrast to previous work we strive to use such contextual information sparingly. For MRF optimization reasons we prefer that most of the work is handled by the single region classifier (unary MRF potentials), with sparse pairwise connections that smooth the label changes across regions.

We build on the work of [1] to propose our own improved pairwise classifiers but constrained to adjacent regions: for pairs of regions sharing the same material and same illumination condition, and for same material pairs viewed under different illumination (first lit, second in shadow). We also propose a shadow boundary classifier. Since shadow boundaries often overlap with reflectance changes confounding the effects of the illumination change, our classifier focuses on boundaries of shadows cast over surfaces with the same underlying material.

We integrate our single region classifier, our pairwise classifiers, and our boundary classifier using an MRF. Confident positive predictions of the pairwise and boundary classifiers are used to define the pairwise potentials and the graph topology of the MRF. The unary potentials are defined based on the single region classifier. We want to minimize the following functional:

$$E(x) = \sum_{i \in \Omega} \phi(x_i) + \sum_{i,j \in \Omega^2} \psi_i(x_i, x_j) + \sum_{i,j \in \Omega^2} \psi_d(x_i, x_j) + \sum_{i,j \in \beta} \psi_b(x_i, x_j)$$

where $\Omega^2, \Omega^2$ denote pairs of regions of the same material confidently predicted to have same and different illumination respectively, and $\beta$ is the set of confidently predicted shadow boundaries. The key idea is to combine a very strong region classifier with a set of precise boundary and paired region classifiers that define the smoothing in the MRF. In order to achieve sparsity and increase reliability we favor precision over recall.

We propose a shadow boundary classifier. Since shadow boundaries often overlap with reflectance changes confounding the effects of the illumination change, our classifier focuses on boundaries of shadows cast over surfaces with the same underlying material.

Table 1: Shadow detection quantitative results.

<table>
<thead>
<tr>
<th></th>
<th>Acc.</th>
<th>BER</th>
<th>Sha</th>
<th>Non</th>
</tr>
</thead>
<tbody>
<tr>
<td>Guo et al. [2]</td>
<td>0.891</td>
<td>0.166</td>
<td>0.716</td>
<td>0.952</td>
</tr>
<tr>
<td>single region</td>
<td>0.916</td>
<td>0.124</td>
<td>0.795</td>
<td>0.957</td>
</tr>
<tr>
<td>MRF $\psi_b$</td>
<td>0.926</td>
<td>0.101</td>
<td>0.840</td>
<td>0.958</td>
</tr>
<tr>
<td>MRF $\psi_d$</td>
<td>0.937</td>
<td>0.087</td>
<td>0.862</td>
<td>0.963</td>
</tr>
<tr>
<td>MRF</td>
<td>0.941</td>
<td>0.078</td>
<td>0.880</td>
<td>0.962</td>
</tr>
</tbody>
</table>

Experimental results on the dataset collected by [1] show that our method clearly outperforms the state of the art. Our single region classifier reduces the balance error rate (BER) by a 25% with respect to [2], correctly detecting 11% more shadow pixels. Moreover, with our MRF optimization we further reduce the BER to a 7.8%. That is a 53% decrease compared to the state of the art. Our total pixel accuracy is 94.1% (88% on shadow pixels).