Newcombe and Izadi et al.’s KinectFusion [5] is an impressive new algorithm for real-time dense 3D mapping using the Kinect. It is geared towards games and augmented reality, but could also be of great use for robot perception. However, the algorithm is currently limited to a relatively small volume fixed in the world at start up (typically a ~ 3m cube). This limits applications for perception.

Here we report moving volume KinectFusion with additional algorithms that allow the camera to roam freely. We are interested in perception in rough terrain, but the system would also be useful in other applications including free-roaming games and awareness aids for hazardous environments or the visually impaired.

Our approach allows the algorithm to handle a volume that moves arbitrarily on-line (Figure 1).

Figure 1: Remapping to hold the sensor pose fixed relative to the volume. Raycast images before and after a remapping show a third step coming into view as the volume moves forward. A reconstruction of the volume and camera poses shows that the volume-to-volume transform is calculated to maintain the camera at the rear center of the volume.

We based our implementation on the open-source Kinfu code that has recently been added to the Point Cloud Library (PCL) from Willow Garage [6], and we have submitted our code for inclusion there as well.

With our algorithm in place, the “absolute” camera pose $C_g$, a 4 × 4 rigid transform expressing the current camera pose in the very first volume frame, can be calculated at any time $t$ as

$$C_g = P_b \cdots P_{vl(t)}C_l$$

(1)

where $C_l$ is the current camera tracking transform from KinectFusion taking camera coordinate frame to its parent volume frame, each $P_{vl}$ takes volume frame $t$ to volume frame $t-1$, $R_l = I_3 \times 3$, and $vl(t)$ is a bookkeeping function that maps a depth image timestep to the index of its parent volume. (Volume frames are generally sparser than camera frames.)

Moving volume KinectFusion both tracks global camera motion (equation 1) and simultaneously builds a spatial map of the local surroundings. However, this is not a true SLAM algorithm as it does not explicitly close large-scale loops and will inevitably incur drift over time. Rather, it can be considered a 6D visual odometry approach in that the camera pose $aC_b$ at any time $b$ relative to an earlier time $a$ is

$$aC_b = C_b^{-1}P_{vl(a+1)}\cdots P_{vl(b)}C_lC_b$$

(2)

Of course the significant additional benefit beyond visual odometry alone is that a map of local environment surfaces is also always available.

After the Kinfu tracking phase gives the current local camera pose $C_l$ we determine if a new volume frame is needed by calculating linear and angular camera offsets $l_x, l_y$ relative to a desired local camera pose $C_l$.

$$D = \begin{bmatrix} R_d & t_d \\ 0 & 1 \end{bmatrix} = C_l^{-1}C_l, \quad l_d = \|t_d\|, \quad a_d = \|\text{Rodrigues}^{-1}(R_d)\|$$

(3)

A new volume frame is triggered if $l_d > l_{\text{max}}$ or $a_d > a_{\text{max}}$. We typically use $l_{\text{max}} = 0.3m$, $a_{\text{max}} = 0.05rad$, and

$$C_l = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix} \cdot t_s = \begin{bmatrix} w_s/2 \\ h_s/2 \\ d_s/10 \end{bmatrix}$$

(4)

for volume $W_m, H_m, D_m$ meters, which is the default initial camera pose for Kinfu. This keeps the camera centered just behind the volume (Figure 1, right; note that the origin of each volume frame is the upper left corner of the volume with $x$ right, $y$ down, and $z$ pointing into the page). Other strategies for determining $C_l$ may make sense—for example keeping the camera centered in the volume, orienting the volume to task-relevant directions—but are subject to the constraint that the camera must see scene surfaces within the volume.

To introduce a new volume frame we remap the new volume from the old. We maintain a swap buffer in GPU memory the same size as the volume buffer for this; memory requirements for this large data structure are thus doubled but still feasible on current GPUs. After the remap the buffers are swapped and a new relative volume transform $P_{n+1}$ is set as

$$P_{n+1} = C_{n+1}^{-1}$$

(5)

where $C_{n+1}$ is the new camera transform. Conceptually $C_{n+1} = C_t$, though we allow an offset in some cases.

Remapping—sometimes called reslicing for the 3D case—has been studied for medical images [3], but speed is often sacrificed for accuracy. Efforts have been made to improve the speed [2], but generally reslicing has not been done in real time. Here we require a fast parallel algorithm which is tuned for common-case KinectFusion data.

Our approach is hybridized in two ways. First, if $l_d > l_{\text{max}}$ but $a_d \leq a_{\text{max}}$ we use a fast and exact memory shift algorithm, otherwise we use a more traditional resampling based on trilinear interpolation. Second, during resampling we take advantage of the fact that in the common case much of the volume is either uninitialized or marked “empty”; we do a nearest-neighbor lookup first, and only if that is within the truncation band do we continue with a more expensive interpolation.

Using a novel battery-powered Kinect we collected 18 rocky terrain datasets comprising an estimated 662m path length. (Though the Kinect cannot cope with direct sunlight it does work outdoors on a reasonably overcast day.) The richness of 3D depth features makes our approach work well on rocky terrain—no camera tracking failures were incurred, and reconstructed surfaces appear to be high quality (quantitative analysis of the geometry is future work). We present performance and tracking accuracy measurements for our algorithm on 6 datasets, comparing it with the original Kinfu implementation and with ground truth and reference results for RGB-D SLAM [1] where applicable.

While two other groups are also developing approaches to translate the KinectFusion volume [4, 7], a key distinction of our method is the ability to rotate the volume in addition to translation. Since the volume is rectilinear this can be useful to control its orientation, e.g. to maximize overlap of the camera frustum or to align the volume with task-relevant directions, such as the average ground surface normal in locomotion.
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