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Simultaneous localization and mapping (SLAM) is a technique to simultaneously perform mapping of environments and localization of a camera in real-time. Vision based SLAM is used for real applications such as augmented reality. Most existing monocular vision based SLAM techniques employ point features as landmarks.[3]

Our approach uses line segments rather than points as landmarks, since there are some advantages in using line segments. Images of artificial environments with little texture contain many line segments, whereas few point features can be localized in such a scene. Moreover, line segment matching is more robust than point matching with respect to partial occlusion and viewpoint changes. With regard to the SLAM based on line segments, existing line based SLAM systems[1, 4] don’t have any descriptions of line segments. In order to establish 2D and 3D correspondences, they simply use the distance between line segments in the image space. Therefore, wrong correspondences often occur in complicated scenes that include many line segments.

We propose here a real-time SLAM system that uses line segments as landmarks, and a fast line descriptor (LEHF: Line-based Eight-directional Histogram Feature) in order to establish correct 2D and 3D correspondences.

In localization, line segments are detected by the line segment detector (LSD) method[2] at every frame. LEHF that is our new line descriptor is computed for each detected line segment. We based the development of LEHF on the mean standard deviation line descriptor (MSLD)[5], which uses a SIFT-like strategy. Fig.1 shows how LEHF is computed.

For each point that is uniformly taken around the line segment, the gradient vector is computed based on differential values ($dx, dy$). As shown in the figure, we obtain 14 eight-directional gradient histograms by summing 45 gradient vectors along the line segment. 14 computed eight-directional gradient histograms are merged to obtain a line descriptor referred to as LEHF. However, if we simply merge all the histograms, computed LEHFs are not matched between the images that one image is rotated 180 degrees since the directions of the eight-directional gradient histogram are not matched. Therefore 14 histograms are merged symmetrically.

In order to estimate a camera pose, 2D and 3D line correspondences are established. First 3D line segments are projected into the image space by a previous camera pose. In existing methods, the projected 3D line segment simply corresponds to a detected 2D line segment that is nearest from the projected line segment in the image space. This often results in wrong correspondences being detected. We compute LEHF distances between the projected 3D line segment and some detected 2D line segments. Then the detected 2D line segment that has the minimum Euclidean distance between LEHFs is chosen.

The RANSAC algorithm and the line-based orthogonal iteration algorithm (LBOI)[6] estimate a camera pose from 2D and 3D correspondences. All 3D line segments are re-projected by the estimated camera pose to compute re-projection errors. Each 3D line segment is determined inlier or outlier based on the computed re-projection error.

In the mapping, line segments that are not used for localization are tracked between frames as new line segments. In order to track line segments correctly, computed LEHF is used. Tracked line segments in a number of frames are reconstructed for mapping 3D line segments.

We conducted experiments with our SLAM system. The experimental results of demonstrating our SLAM system in a desktop environment are shown in Fig. 2.

The green line segments are inlier line segments and red line segments are outlier line segments. The mean processing time of 1087 frames was 87.78ms. Moreover, we evaluated our SLAM system by using synthetic data. In the synthetic data experiment, we compared our SLAM system with the existing approach using the nearest neighbor search. We show that the use of LEHF provides better accuracy of estimated camera poses.

We have presented a real-time SLAM system based on a line feature called a LEHF. By using LEHF, 2D and 3D correspondences are established correctly and the camera poses are robustly estimated. Our SLAM was demonstrated for augmented reality in a desktop environment and evaluated by using synthetic data.


Figure 1: Overview of LEHF

Figure 2: Results of demonstrating our SLAM system in a desktop environment.