As the amount of video content in use increases, methods for searching and monitoring video feeds become very important. The ability to automatically detect actions performed by people in busy natural environments is of particular interest for surveillance applications where cameras monitor large areas of interest looking for specific actions like fighting.

Action detection in crowd is closely related to the action recognition problem which has been studied intensively recently [1, 5, 6]. However, there are key differences between the two problems which make action detection a much harder problem. Specifically, recognition does not deal with localization of action among cluttered background. The existing action recognition methods are thus unsuitable for solving our problem. There have been a few attempts in the past three years on action detection [3, 4, 7, 8]. Nevertheless most of them are based on matching templates constructed from a single sample thus unable to cope with the large intra-class variations.

Motivated by the success of sliding-window based 2D object detection, we propose to tackle the problem by learning a discriminative classifier based on Support Vector Machine (SVM) from annotated 3D action cuboids and sliding 3D search windows for detection. To learn a discriminative action detector, a large number of 3D action cuboids have to be annotated, which is tedious and unreliable. To overcome this problem, we propose a novel greedy k nearest neighbour algorithm for automated annotation of positive training data, by which an action detector can be learned with only a single manually annotated training sequence.

To represent the action we use the trajectory based feature descriptor similar to that of Sun et al. [6], which has been shown to perform well in complex action recognition datasets such as the Hollywood dataset [5]. Trajectory based features encodes appearance and motion information of tracked 2D points. First, spatially salient points are extracted at each frame and tracked over consecutive frames, using 1-to-1 pairwise matching of SIFT descriptor, to form tracks \( \{T_1, \ldots, T_{\tau_1}, \ldots, T_{\tau_N} \} \). Second, the appearance information associated with each track \( T_i \) is represented by the average SIFT descriptor \( S_i \). Third, the motion information of each track is represented using a trajectory transition descriptor (TTD) \( \pi_i \).

The average SIFT \( S_i \) and motion descriptor \( \pi_i \) is then used to construct a bag of word (BoW) model for action representation with 1000 words for each type of descriptor. To take advantage of the spatial distribution of the tracks, we use all six spatial grids \( (1 \times 1, 2 \times 2, 3 \times 3, k \times 1, v \times 3, 1 \times v, 2 \times 2) \) and the four temporal grids \( (t_1, r_2, t_3, r_2) \) proposed in [5]. The combination of the spatial and temporal grids gives us 24 channels each for \( S_i \) and \( \pi_i \), yielding a total of 48 channels. We employ the greedy channel selection routine, similar to [5], to select at most 5 of the 48 channels because these 48 channels contain redundant information.

We model an action as a 3D spatio-temporal cuboid or window illustrated in Fig. 1(a) which we call the action cuboid. The action cuboid is represented by the multi-channel BoW histogram of all features contained within the cuboid. Our task is to slide a cuboid spatially and temporally over a video and locate all occurrences of the action in space and time (see Fig. 1(b)). To determine whether a candidate action cuboid contains the action of interest, a Support Vector Machine (SVM) classifier is learned.

Our solution is based on a greedy k nearest neighbour (kNN) algorithm. We iteratively grow the positive action cuboid set \( Q_k \) such that at each iteration we capture more of the intra-class variation and the kNN classifier becomes stronger. To that end, at each iteration we use the current kNN classifier to select one cuboid \( X_{i,j}^{+} \) from the set of all available cuboids \( X_{i,j}^{+} \) which is the closest to the action class represented by \( Q_k \). To do this, \( \{i^*, j^*\} \) is selected as

\[
\{i^*, j^*\} = \arg \min_{i,j} \min_{k} \left[ d(X_{i,j}^{+}, Q_k) - \min_{l,m} d(X_{l,m}^{+}, X_{i,j}^{-}) \right],
\]

where \( d(X, Y) \) is the distance function. After adding \( X_{i,j}^{+} \) to \( Q_k \) our kNN classifier is automatically updated. In order to reduce the risk of including false positive cuboids into our positive training set \( Q_k \), we take a very conservative approach, that is from each positive clip we only select one positive cuboid.

Our method is validated on the CMU dataset [4] and a new dataset created from the iLIDS database [2] featuring unstaged actions performed under natural settings with large number of moving people co-existing in the scene. Our results demonstrate that the proposed action detector trained with minimal annotation can achieve comparable results to that learned with full annotation, and outperforms existing MIL methods.

![Figure 1: Action detection. (a) Action cuboid. (b) Action localized spatially and temporally.](image)
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