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Abstract

This paper proposes a palmprint based verification system using low-order Zernike
moments of palmprint sub-images. The Zernike moments of corresponding sub-images
of live and enrolled palmprint are matched using Euclidean distance for verification.
An efficient weighted fusion technique to fuse matching scores of the sub-images is
proposed. The palmprint is extracted from the hand image acquired using a low cost
flat bed scanner. The extraction is robust to hand translation and rotation on the scanner.
The proposed system is also robust to occlusion and can verify user the features of from
non-occluded region. The system is tested on IITK, PolyU and CASIA databases of size
549, 5,239 and 7,752 hand images respectively.

1 Introduction

Use of palmprint which is the region between wrist and fingers as biometric feature is rela-
tively new a approach. Palmprint has features like texture, wrinkles, principle lines, ridges,
and minutiae points that can be used for its representation [12]. Palmprint has relatively
stable and unique features. Data acquisition is easy and non-intrusive. Co-operation from
the user to collect data is low. Devices to collect data are economic. It uses low resolution
images and provides high efficiency. System based on palmprint has high user acceptably
[18]. Furthermore, palmprint also serves as a reliable biometric features because the print
patterns are not same even in mono zygotic twins [5].

Limited work has been reported on palmprint based identification/verification despite
of its significant features. Efforts have been made to build a palmprint based recognition
system based on structural features of palmprint like crease points [4], line features [6],
Datum points [17], local binary pattern histograms [13]. There also exists systems based
on statistical features of palmprint extracted using Fourier transforms [14], Discrete Cosine
Transforms [7], Karhunen-Lowe transforms [10], Wavelet transforms [3, 19], Independent
Component Analysis, Gabor filter [18], Linear Discriminant Analysis(LDA) [15], Neural
networks [6, 8], statistical signature [19] and hand geometry [8]. Furthermore there are
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multi-modal biometric systems fusing feature from other traits like fingerprint [10], hand
geometry [8], and face [11] to improve the accuracy.

The palmprint based systems in [6, 17] for verification uses ink marking to capture the
palmprint patterns. These systems are not widely accepted because of high attention and co-
operation of users to provide data. In recent papers based on palmprint images are captures
using digital camera [18] and users hand is placed in constrained environment using pegs.
The problem with this system are user may fail to provide the sample if he is injured or
physically challenged. Hence there is a need to build a system which is

e Constraint free image acquisition: Device to acquire hand image should be con-
straint free so that physically challenged or injured people can provide biometric sam-
ple.

o Robust to translation of hand image on the scanner: System must be able to extract
palmprint independent of translation, rotation or placement of hand on scanner surface.

e Robust to occlusion of hand image: If user exposes partial palmprint due to injuries
or physically challenged, system should be able to verify.

e High Accuracy: High Accuracy with reasonable price to suit high end security appli-
cations.

This paper proposes a palmprint based biometric system that addresses some of the above
characteristics. The features are extracted from small partitions (sub-images) of the palm-
print using Zernike moments. The matching scores of sub-images are fused using weighted
sum rule for decision. The hand images for feature extraction are acquired using low cost
flat bed scanner.

The rest of the paper is organized as follows; Section 2 describes the Zernike moments
which have been used in proposed system to extract features of the palmprint. Next section
proposes system based on weighted and non weighted sum of sub-images matching scores.
The experimental results on different datasets and robustness of the system to occlusion are
reported in Section 4. Conclusion is presented in last section.

2 Zernike Moments

Zernike moments are generated using zernike polynomial which are orthogonal. Orthogonal
features have the property of low redundancy, so every moment has unique information about
the image. Higher the number of moments greater the details of image. Zernike moments
are also invariant to rotation and translation, and relatively less sensitive to noise. Thus
extracted zernike moments from an image can be matched correctly with high probability
against features from large database.

Zernike moments can be defined as a set of orthogonal Zernike polynomial defined inside
a unit circle. The Zernike moments of order p and repetition ¢ for an image I(r, 8), over the
polar coordinate space are obtained [16] as

p+1 21T 1 70 R
Zpg= T/o /0 Ryq(r).€I(r,0)rdrd6,i=—1 (D
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Figure 1: (a) Scanned Image. (b) Hand Contour and reference points. (c) Relevant points and
Region of interest (palmprint). (d) Region of interest in gray scale hand image (e) Extracted
Region of interest (palmprint)

(e)

where R, is a real valued radial polynomial defined as-

(p—la))/2 . (p—n)! —2n
F) = o OV ey .

where 0 < |¢| < p and p — |g| is even. For an input image I of size N x N, equation for
Zernike moment can be approximated as

N—IN-1

Zpg=A(p,N) Z Z Rm(rij)@_?qeijl(i’j) 3)
i=0 j=0

where r;; = /xinry?, 0ij = tan_l(i—f), xi=cii+cyand y; =cij+c2. ci,c2 and A(p,N)
are normalized constants.

3 Proposed System

The proposed palmprint based verification system which robust to occlusion starts with ac-
quiring the input image of hand using low cost scanner. The acquired hand image is pre-
processed and region of interest is extracted. In the next step the extracted palmprint is
enhanced to improve the texture. The palmprint is partitioned into sub-images and its fea-
tures are extracted using Zernike moments in feature extraction module. IN the next step
features of live palmprint sub-image are matched with corresponding sub-images of enrolled
palmprint in the database. The matching scores of all sub-images are fused using weighted
sum rule. Matching decision is done based on threshold.

3.1 Image Acquisition

Hand image from users are obtained in gray scale at spatial resolution of 200 dots per inch
using a flat-bed scanner. Typical gray level image obtained from the scanner is shown in
1(a). The device used to obtain hand image is constraints (pegs) free, so user is free to place
hand independent to rotation relative to line of symmetry of the working surface of scanner.
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(a) (b) (© (d

Figure 2: (a) and (b) Hand images of same user with different orientation and placement
relative to symmetry of scanner surface. (c) and (d) Extracted palmprint for hand images
shown in 2(a) and 2(b) respectively.

3.2 Pre-processing and Region of Interest Extraction

In this section the hand image is pre-processed and palmprint region is extracted. The ac-
quired hand image is binarised using global thresholding. The contour of the binarised im-
ages is computed using [9]. Two valley points (V'1,V2) between fingers are detected on the
contour of the hand image as shown in Fig. 1(b).

Square area as shown in Fig 1(c) with two of its adjacent points coinciding the mid-points
of line segments V1 —C1 and V2 — C2 is considered as region of interest or palmprint. The
line segments V1 — C1 and V2 — C2 are inclined at an angle of 45° and 60° to line joining
V1 —V2 respectively. The region of interest in gray scale hand image and extracted region
of interest in gray scale is shown in Fig. 1(d) and Fig. 1(e) respectively.

Since the hand image acquisition device is pegs free, orientation of placement of palm on
the scanner surface would vary for every incident. Hand images with different orientation of
placement for same user are shown in Fig. 2(a) and Fig. 2(b). The extracted region of interest
is relative to the valley points and which are stable for the user. So the extracted palmprint re-
gion with different orientation of placement for the same user remains unchanged as shown
in Fig. 2(c) and 2(d). Hence the proposed palmprint extraction procedure of the system
makes the system robust to rotation. The experimental results show that the system is robust
to rotation for about +35°.

3.3 Palmprint Enhancement

Because of non-uniform reflection from the relatively curvature surface of the palm, the
extracted palmprint does not have uniform brightness. To obtain the well distributed texture
image following operations are applied on extracted palmprint.

(a) Palmprint is divided into 32 x 32 sub-blocks. Mean for each sub-block is calculated
to estimate the reflection of the image.

(b) Estimated coarse reflection is expanded to original palmprint size using bi-cubic inter-
polation. Fig. 3(b) shows the estimated coarse reflection of Fig.3(a).

(c) Uniform brightness image is obtained by subtracting estimated reflection from the
original image. Uniform brightness images of Fig. 3(a) is shown in Fig. 3(c).

(d) Histogram equalization is done on blocks of 64 x 64 to obtain the enhanced image.
The enhanced image is shown in Fig. 3(d).
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(a) (b)
Figure 3: (a) Extracted palmprint. (b) Estimated coarse reflection. (c) Uniform brightness
palmprint image (d) Enhanced palmprint image.

()

3.4 Palmprint Sub-Image Feature Extraction

The extracted and enhanced palmprint image is divided into m x m equal sized sub-images.
Zernike moments extracted from the sub-images of the palmprint are used as features, which
provides good discrimination ability and are used for palmprint based verification. The or-
der of Zernike moments determine the detail of information regarding palmprint. Higher
the order of moments, greater the details of the palmprint image. The Zernike moments of
low-order are extracted from sub-images of palmprint are used as features. It is observed
that palmprint features using low order Zernike moments of all sub-images is more discrim-
inating than high order zernike moments of the entire palmprint (i.e 1 x 1 sub-image).

3.5 Matching

To verify the live palmprint, the Zernike moments computed for the sub-image of enrolled
palmprint should be matched with Zernike moments of the corresponding sub-images of live
palmprint. In this section fusion of matching scores of Zernike moments from all sub-images
using non-weighted and weighted sum rule are presented.

(a) Non-weighted fusion of sub-image scores: To verify the live palmprint the Zernike
moments of sub-images are matched with corresponding sub-image Zernike moments
stored in database using Euclidean distance. The resulting matching scores of all sub-
images are fused using sum rule.

Let L and E be matrix of Zernike moments of live palmprint(L/) and enrolled palmprint(E!
images partitioned into (m x m) sub-images respectively as:

halig--lim er1e12 elm
bibo---l, e 122 e,

L= . E = ) “4)
lm,llm,Z tU lm,m €m,1€m2 """ €mm

The live palmprint L/ is assumed to be matched with enrolled palmprint E7 if
m m
(L% 1tseusl ) mxm) <7 )
i=1j=1

where || [; j —e; ; || is the Euclidean distance between the Zernike moments /; ; of sub-
image (i, j) in L and Zernike moments ¢; ; of sub-image (i, j) in E.

(b) Weighted fusion of sub-image scores: It can be observed that the certain sub-images
are rich in texture and principle lines relative to other sub-images. So these sub-images
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have more discriminating ability compared to other sub-images. Hence matching
scores of sub-images are weighted based on its discrimination level to improve the
performance of proposed system. The discrimination level Disc; ; of sub-image (i, j)
is computed using

); 6)

Dl'SC,‘,j :H Sim,'h,' 7Dl'Si,j H /max(|| Sim,-h,- - Dl'Sl‘,j

where || Sim; j — Dis; j || is the Euclidean distance between the average Zernike mo-
ments similarity distance of sub-image (i, j) for entire enrolled database, and Dis; ;
is Zernike moment average dissimilarity distance of sub-image (i, j) for entire en-
rolled database. The average similarity Sim; ; distance of the sub-image (i, j) for entire
database is computed using

o= (B (5,2, 17-11)) /(e ()

where I/ is the Zernike moment of (i, j) sub-image of p'" user and r € [1,k] enrolled

images of p'" user, Num is total number of registered users in database and k is number
of enrolled images per user.

The average dis-similarity distance of the sub-image (i, j) for entire database is com-
puted using

Num Num
Disi,j:(z Y (ZZ 17— 18| ))/(Numx(]vum_])kxk) (8)
p=1g=p+1 \r=ls 2

Matching distances of sub-images using weighted sum rule with discrimination levelDisc; j,
the live palmprint image L/ is matched with Enrolled palmprint image E1 if

<i i | 4ij—eij |l ><Dlscz])/(me) <WTh )

i=1j=

where WTh is weighted threshold.

4 Experimental Results

The proposed system is tested on three sets of image databases available in Indian Insti-
tute of Technology Kanpur (IITK), Chinese Academy of Sciences Institute of Automation
(CASIA)[2] and Hong Kong Polytechnic University (PolyU)[18].

4.1 Datasets
4.1.1 Indian Institute of Technology Kanpur

IITK has collected a 549 hand images from 150 subjects corresponding to 183 different
palms. Three hand images per subject collected with the help of flat bed scanner at 200
dots per inch spatial resolution and 256 gray levels. The scanner is pegs free, so subject is
independent to rotate his hand +35° symmetric to working surface of scanner. One image
per palm is considered for training and remaining two images are used for the testing.
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(b) (©) (d)
Figure 4: (a) and (b) are sample hand images from CASIA database. (c) and (d) are extracted
palmprint from hand images shown in Fig. 4(a) and 4(b) respectively.

(b) ()
Figure 5: (a) PolyU sample image. (b) Reference points. (c) Region of interest in gray scale
hand image (d) Extracted region of interset.

4.1.2 CASIA Database

CASIA database contains 5,239 hand images captured from 301 subjects corresponding to
602 palms. For each subject, around 8 images from left hand and 8 images from right hand
are collected. All images collected using CMOS at spatial resolution of 96 dots per inch,
and 256 gray-level. The device is pegs free, so the user is free to place his hand facing
the scanner. Sample of hand images are shown in Fig. 4(a) and 4(b). Extracted palmprint
for image 4(a) and 4(b) are shown Fig 4(c) and Fig 4(d) shows. Two images per palm is
considered for training and remaining six images are used for the testing.

4.1.3 PolyU Database

Database from PolyU [1] of 7752 grayscale images from 193 subjects corresponding to 386
different palms. Around 17 images per palm have been collected in two sessions using CCD
[18] at spatial resolution of 75 dots per inch, and 256 gray levels. Images are captured
placing pegs. Fig. 5(a) shows the sample of database. Six images per palm is considered for
training and remaining ten images are used for the testing.

Following method is proposed to extract the region of interest for PolyU database. Four
reference points P1,P2,P3 and P4 are located on the contour of palm as shown in Fig.
5(b). Square area of 200 x 200 pixels with its center coinciding with intersection of line
segments P1 — P2 and P3 — P4 is considered as region of interest. Fig. 5(c) shows the region
of interest in gray scale hand image, and the extracted palmprint image is shown in Fig. 5(d).
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Order 1 Order 3 Order 6 Order 8
Sub-images Sub-images Sub-images Sub-images
Ix1 10 x 10 Ix1 10 x 10 Ix1 10 x 10 Ix1 10x 10

ACC(%) || 80.57 | 88.65 90.10 | 87.1 92.02 | 84.99 92.62 | 84.08
FAR(%) 25.03 | 4.27 9.92 6.06 3.45 435 2.25 3.55
FRR(%) 13.81 | 18.42 9.86 19.73 12.5 25.65 12.5 28.28
ERR(%) 20.40 | 13.15 9.92 16.56 3.79 20.40 9.86 19.14

Table 1: Accuracy(ACC), FAR, FRR and ERR of the proposed system for IITK database.

4.2 Results

The experiments are conducted for moment orders ranging from 1 to 8, and portioning the
palmprint into (2 x 2), (3 x3), (4x4), (5x5), (6x6), (Tx7), (8x8), (9x9)and (10 x
10) sub-images for all three datasets. Accuracy(ACC), False Acceptance Rate (FAR), False
Rejection Rate (FRR) and Equal Error Rate (ERR) of the system is shown in Table 1, Table
2 and Table 3 for IITK, CASIA and PolyU databases respectively. From results it can be said
that the proposed system with low order (1, and 3) Zernike moments as features from sub-
images (10 x 10) outperforms conventional method of high order Zernike moments features
with high order (6 and 8) for the whole palmprint (i.e. 1 x 1 sub-image). It is also observed
that when image is divided into (10 x 10) sub-images, the performance of system for Zernike
moments with order 1 is more than Zernike moments with higher order (3, 6 and 8).

The proposed system has fused the matching scores of sub-images using weighted sum
rule with discrimination level Disc as weights for IITK, CASIA and PolyU databases. Re-
sults are compared with the best known system [18] in the literatures which extracts palm-
print features using Gabor filterand theese for weighted (Wgt) and non-weighted (N-Wgt) fu-
sion of matching scores, varying number of sub-image partitioning and order of the Zernike
moments are given in Table 4. It can be observed that weighted fusion stratery is better
than the non weighted. Also, The proposed system with non weighted or weighted fusion of
matching scores of sub-images (10 x 10) performs better than the best known system [18] in
literature.

4.3 Robust to occlusion

The proposed system uses Zernike moments from the non-occluded sub-images as features
for its representation. It can be noted that the extracted Zernike moments of a sub-image is
independent to those of other sub-images. Hence the system is robust to occlusion. Since
palmprint is rich in texture, the randomness of palmprint or sub-image is also high, if sub-
image is occluded the texture is low and the randomness is also low. Hence based on the
randomness, the sub-image can be classified into occluded or non occluded. Entropy is used

Order 1 Order 3 Order 6 Order 8
Sub-images Sub-images Sub-images Sub-images
Ix1 10 x 10 Ix1 10 x 10 Ix1 10 x 10 Ix1 10x 10
ACC(%) || 85.06 | 98.66 94.56 | 98.21 96.72 | 97.88 97.23 | 97.67
FAR(%) 18.50 | 0.74 442 0.31 2.87 0.85 1.96 0.92
FRR(%) 11.36 | 1.93 6.43 3.24 3.68 3.37 3.56 3.68
ERR(%) 15.11 | 1.81 5.73 2.37 3.43 2.56 2.87 2.90

Table 2: Accuracy(ACC), FAR, FRR and ERR of the proposed system for CASIA database.
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Order 1 Order 3 Order 6 Order 8
Sub-images Sub-images Sub-images Sub-images
1x1 10x 10 1x1 10x 10 1x1 10x 10 1x1 10x 10
ACC(%) || 79.28 | 99.29 89.36 | 99.50 93.81 | 99.39 95.36 | 99.39
FAR(%) 2478 | 0.24 7.04 0.07 3.14 0.04 2.19 0.04
FRR(%) 16.63 | 1.16 14.22 | 091 9.23 1.16 7.07 1.16
ERR(%) 21.56 | 1.0 11.40 | 0.71 6.57 0.83 4.74 0.91

Table 3: Accuracy(ACC), FAR, FRR and ERR of the proposed system for PolyU database.

IITK CASIA PolyU
Proposed Proposed Proposed
N-Wgt | Wgt Gabor[18] || N-Wgt | Wgt Gabor[18] || N-Wgt | Wgt Gabor[18]
ACC(%) | 88.65 98.74 | 85.90 98.66 98.74 | 96.44 99.29 99.31 | 98.56
FAR(%) | 4.27 1.81 11.08 0.74 0.58 2.30 0.24 0.28 0.44
FRR(%) | 18.42 1.93 17.10 1.93 1.93 4.80 1.16 1.08 0.83
ERR(%) | 13.15 1.81 15.13 1.81 1.81 10.0 1.0 0.91 3.76

Table 4: Accuracy (ACC), FAR, FRR and EER of the proposed system and [18]

to measure the randomness of the sub-image and classify the sub-image as occluded or non-
occluded region. The sub-image LI; ; of live palmprint LI is non-occluded if

255

I

where LI} ; is the number of pixels with intensity x in Ll; j and OccTh is the threshold for
randomness
Using Eq. 10, the Eq. which becomes robust to occlusion for verification can be written

¥ ixlogy(LE;)) < OccTh (10)

as
m m
<Z Y ldij—eijl xDisc,»,j) x Occij/ Y, Occ <WTh (11)
i=1j=1 1<i, j<m
where Occ; ; is the binary map of live image LI, ; as
255 X X <
Occr; = 1 — YaZo(LI ; +log, (LI ;)) < OccTh (12)
’ 0 otherw1se

If the number of partitions of palmprint is low, large region of palmprint would be omitted
for small occlusion. So to avoid omitting non-occluded region from matching, the palmprint
is partitioned in to many sub-images. In this paper the palmprint is divided into (10 x 10)
sub-images. Experimentally it is observed that for (10 x 10) partitions the Zernike features

(b) (©) (d) (e)
0.2W x 0.2H 0.3W x 0.3H 0.4W x 0.4H 0.5W x 0.5H

Figure 6: Typical occluded sizes used for testing the system.

(f) 0.6W x 0.6H

(a)
0.1W x 0.1H
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Database | 0.1W x0.1H | 0.2W x0.2H | 0.3W x0.3H | 0.4W x0.4H | 0.5W x0.5H | 0.6W x 0.6H
IITK 88.48% 88.04% 87.87% 87.14% 85.81% 84.0%
CASIA 98.50% 98.34% 98.17% 97.97% 97.12% 95.91%
PolyU 99.40% 99.18% 98.31% 96.81% 93.53% 82.63%

Table 5: Accuracy for different sizes of occlusions

with lower order (i.e order one ) is performing better than higher order (i.e. 3, 6 and 8)
moments on IITK , CASIA and PolyU. The testing set palmprint images are occluded by
0.1W x 0.1H, 0.2W x 0.2H, 0.3W x 0.3H, 0.4W x 0.4H, 0.5W x 0.5H and 0.6W x 0.6H
size is considered to test the system where The W and H refer to width and height of the
palmprint image. The typical occluded images used for testing are shown in Fig. 6.

The verification Accuracy, FAR, FRR and EER of the proposed system at different sizes
of occlusion are shown in Table 5. From Table 5 it can be said that the claim of robustness
of the proposed system is robust to justified.

5 Conclusions

This paper has proposed a palmprint verification system using low order zernike features
from sub-images of palmprint. The systems performs better than conventional system which
extracts high order Zernike moments from entire palmprint. A technique to extract palm-
print region from the hand image obtained from flat bed scanner is also proposed. It is found
to be robust to translation and rotation symmetric to scanner surface and can classify the
sub-images as occluded or non-occluded based on the randomness the sub-image, which is
entropy of the sub-image texture. Using only non-occluded sub-images the systems veri-
fies the user, hence the proposed system is also robust to occlusion. The system performs
with accuracy of 98.74%, 98.75% and 99.31% for IITK , CASIA and PolyU databases re-
spectively. It has EER rate less than 2% for all three databases and performs better than
the best known system [18] in literature for IITK, PolyU and CASIA databases. Thus the
design of the system with robustness to occlusion, and robust to rotation and translation on
scanner bed, and use of low cost scanner for acquisition of palm image has demonstrated the
possibility of using this system for civilian and high end security applications.
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