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Abstract

This paper describes real time 3D modeling of the environment for a mobile robot. A real time laser range finder is mounted on the robot, and obtains a range image sequence of the environment while moving around. In this paper, we detail our method that accomplished simultaneous localization and 3D modeling by aligning the acquired range images. The method incrementally aligns range images in real time by a variant of the iterative closest point (ICP) method. By estimating the uncertainty of range measurements, we introduce a new weighting scheme into the aligning framework. In an experiment, we first evaluate the accuracy of the localization results by aligning range images. Second, we show the results of modeling and localization when a robot moves along a meandering path. Finally, we summarize the conditions and limitations required of the robot’s motion and the environment for our method to work well.

1 Introduction

If a mobile robot creates a map by observing the environment while moving around, the robot must simultaneously estimate it’s pose and the geometry of the environment. The issue is well known as simultaneous localization and mapping (SLAM) [13, 8, 4], with the goal being to creating a 2D map of the environment. On the other hand, some robots and autonomous cars [5, 15] have laser range finders for creating a 3D model of the environment. However, their localization tasks are accomplished using other sensors, such as INS and GPS. To achieve these two tasks using a single sensor, this paper describes a method to accomplish simultaneous localization and 3D modeling by aligning range images. Our robot has a real time laser range finder and obtains a range image sequence of the environment. Since each range image contains only part of the shape of the environment, the robot acquires range images from various viewpoints to model the whole shape. Because we assume that the robot has no other sensors for localization, the mutual relationship of the range images is unknown. Thus, we align them into a common coordinate system to model the whole shape of the environment. Since aligning range images is equal to estimating the pose of the sensor, we can obtain a model of the environment and the trajectory of the robot at the same time.

The acquired range images are aligned using registration algorithms that establish point correspondences and minimize the total distance between those points. In this paper,
we align range images using a variant of an iterative closest point (ICP) method [1, 9, 10]. An ICP method alternately repeats finding the nearest neighbor points of vertices of range images and computing the rotation and translation parameters to minimize the distances of corresponding points. Similar to [12, 11], we apply an ICP method to a range image sequence and incrementally align them in real time to generate a model of the environment. Though a lot of variants of the ICP method exist, we propose one that improves the accuracy by considering the measurement errors of a sensor.

The laser range finder [2] we use is rather noisier than the other slower laser range finders [3, 6] commonly used for modeling the shape of objects with registration techniques. Thus, we first estimate the precision of the range finder. Next, we propose a new aligning method with a weighting scheme based on the estimated uncertainty of the range measurement. Finally, we evaluate the accuracy of the alignment of the range images, and show the localization and modeling results when the robot moves along a meandering path. We summarize the conditions and limitations of the robot’s motion and the environment required for our method to work well.

2 Estimation of Accuracy of Range Measurement

2.1 Measurable Range with a Real Time Laser Range Finder

For our real time laser range finder, we use a Canesta DP200 (see Figure 1.) The range finder has an infra-red (IR) light source and a camera that obtains IR light as reflected by objects. The sensor determines distances in each pixel by measuring the difference in phase between the modulated light emitted and the observed light. Figure 2 shows an example of a range image. Figure 2(b) shows an intensity image which represents the strength of the observed light. Figure 2(c) shows the range image, in which the bright pixels indicate a near range while the dark pixels indicate a far range. Distances are not measure for black pixels.

Since the sensor measures reflected light, maximum and minimum measurable ranges are determined by several factors; for example, modulation frequency, material of the object, shutter time and distance to an object. The modulation frequency limits the maximum distance. If the modulation frequency is $f$ and the light speed is $C$, the measurable maximum distance is less than $\frac{C}{f}$.

The object’s material also affects the intensity of the reflected light. Figure 3 shows a range image and the corresponding intensity image of a planar surface whose color gradually changes from black to white. Though the surface is perpendicular to the view
direction, the dark area cannot be measured because the intensity of the observed light is low. Thus, the maximum range can be seen to be influenced by the object’s material.

By adjusting the shutter time of the camera, the sensor can change the measurable range because the intensity of the observed light increases as the shutter time becomes longer. Figure 4 shows the relationship between shutter time and the maximum and minimum measurable ranges by observing an object at various distances. If an object is farther than the maximum range, reflected light is not observed and the sensor cannot measure the distance. On the other hand, if an object is closer than the minimum range, the observed light is saturated and the sensor cannot measure this distance either.

2.2 Relationship between Observed Intensity and Range Measurement

Range measurements by the range finder are affected by the intensity of the observed light; thus, in this section we estimate the relationship between the observed light intensity and the accuracy of the range measurement. We measure the distance of a planar object 100 times and compute the mean error and standard deviation of the range measurement. The ground-truth of the distance to the object is measured manually.

Figure 5 shows the relationship between the observed intensity and the mean error by plotting each pixel of the averaged range image. If the intensity is 50-250, most mean errors are less than 2cm. If the intensity is less than 50, the mean distance quickly becomes smaller. If the intensity is 250-400, the mean distance becomes 0-3 cm larger. If the intensity is more than 400, the mean distance is quickly reduced and cannot be measured due to saturation. We modeled the sensor error by fitting a spline curve (red line), and from an estimated curve we corrected the distance before utilizing a range image.

Figure 6 shows the relationship between the observed intensity and the standard deviation. If the intensity is 0-350, the standard deviation is gradually reduced as the intensity increases. If the intensity is more than 350, the standard deviation increases steeply. Since the standard deviation indicates the accuracy of the range measurement, the distance is not reliable if the observed intensity is either very low or high. The red line is the result of fitting a spline curve. We introduce the accuracy of range measurements into the framework of aligning range images, and explain this in Section 3.2.
Figure 5: The relationship between the observed intensity and the mean error.

Figure 6: The relationship between the observed intensity and the standard deviation.

Figure 7: Standard deviation of 100 range images. (a): Without filtering. (b): $X = Y = 1, T = 3$. (c): $X = Y = 3, T = 1$. (d): $X = Y = 3, T = 3$.

### 2.3 Noise Removal by Median Filters

To remove the noise from a range image, we apply spatial and temporal median filters. If the window size of a median filter is $X$ pixels along the x-axis, $Y$ pixels along the y-axis and $T$ for the subsequent range images, we test the following three median filters:

- $X = Y = 1, T = 3$
- $X = Y = 3, T = 1$
- $X = Y = 3, T = 3$

Figure 7 shows the standard deviation of 100 range images. The target object is a planar surface at about 60cm distance. Figure 7(a) is the result without filtering, Figure 7(b) is the result with $X = Y = 1, T = 3$, Figure 7(c) is the result with $X = Y = 3, T = 1$, and Figure 7(d) is the result with $X = Y = 3, T = 3$. The unit of range measurement is centimeters. Though the standard deviation, which is represented by brightness, is large in the peripheral area in Figure 7(a), it is successfully reduced by the median filters in Figure 7(b) and (c). If the robot’s motion is sufficiently slow compared with the frame rate of the range finder, temporal median filters can be applied, and work well.
3 Aligning a Range Image Sequence

We apply an aligning algorithm to a range image sequence acquired by a real time range finder. To compute the position of the sensor in real time, we incrementally align a range image with the range image acquired in the previous frame.

3.1 Aligning Two Range Images by ICP

In this section, we briefly explain the aligning algorithm [9, 10] we used, which is a variant of an ICP method. The procedures for the algorithm are as follows:

1. Search correspondences for all the vertices of the combination of all range images.
2. Compute the errors between corresponding points.
3. Compute transformation matrices that minimize the errors of the correspondences.
4. Repeat steps 1-3 until end conditions are satisfied.

While the original ICP method searches the closest points as corresponding points, this method searches for corresponding points along the line of sight. Assume that a base range image is the model image, and that a corresponding range image is the scene image. In Figure 8, a model image is depicted as points, while a scene image is shown as meshes. The mesh models are generated as described in [14]. If a line extended from a vertex of a model image along the line of sight crosses a mesh of a scene image, the intersecting point is the corresponding point. To eliminate wrong correspondences, if the distance between corresponding points is larger than a threshold distance and if the angle of the line of sight is beyond a threshold angle, the correspondence is rejected.

The error between corresponding points is the length of the point and the plane. Let the vertex of the model image be \( x \) and the point corresponding to the vertex be \( y \); the error between the corresponding points is written as

\[
 n \cdot (y - x), \quad (1)
\]
where \( n \) is the vertex normal of \( x \), and this vector has been computed before alignment. The transformation matrices of the model and the scene images are computed so that the error is minimized. The error evaluation function is rewritten as

\[
e^2(x, y) = (R_M n \cdot \{(RS_y + t_S) - (RM x + t_M)\})^2,
\]

where \( R_M \) and \( t_M \) are the rotation matrix and the translation vector, respectively, of the model image, and \( R_S \) and \( t_S \), respectively, are those of the scene image. Then, the minimization of the distance between the model and scene image is expressed for every vertex \( k \) as follows:

\[
\min_{R_M, t_M} \sum_k e^2(x_k, y_k).
\]

After linearizing (3) with the assumption that the angle of rotation is minute in each iteration, the problem is solved by a least square method. Refer to [9, 10] for details of the algorithm.

This algorithm can be applied to simultaneous registration of multiple range images. This feature is useful for localization when the trajectory of the sensor becomes a loop. However, we do not consider simultaneous registration in such a case in this paper, since our goal is the real-time alignment of two successive range images.

### 3.2 Weighted ICP method with a Range Image Sequence

When the DP200 is used to obtain range images, points of range images that are unreliable should not be used in the aligning framework. Since we estimated the standard deviation in Section 2.2, the confidence \( \rho(x) \) of the vertex \( x \) is given by

\[
\rho(x) = \frac{1}{\sigma(I(x))},
\]

where \( I(x) \) is the intensity of the vertex \( x \) and \( \sigma(I) \) is the fitting result of the standard deviation estimated in Section 2.2.

Some registration methods [16, 11] have proposed weighting schemes in the ICP algorithm. Though their criteria are the distances of corresponding points and surface normals, we can obtain the confidence directly from the intensity. Thus, the new error evaluation function is

\[
e^2_w(x, y) = \rho(x)e^2(x, y).
\]

Since the ICP method includes a nonlinear minimization technique, initial estimations are necessary. When we apply an ICP algorithm to a range image sequence, we use the transformation parameters of the previous frame as the initial estimation [12]. Thus, an ICP method for aligning a range image sequence, where the scene image is \((i-1)\)-th range image, and the model image is \(i\)-th range image, becomes as follows:

1. Assume that the transformation parameters of the \((i-1)\)-th range image \( R_{i-1}, t_{i-1} \) are known.
2. Acquire \(i\)-th range image.
3. Set the initial values of the transformation parameters of the \(i\)-th range images: \( R_i \leftarrow R_{i-1}, t_i \leftarrow t_{i-1} \)
4. Find the corresponding points between the \((i-1)\)-th and \(i\)-th range image.

5. Estimate \(R_i, t_i\) which minimizes

\[
\min_{R_i, t_i} \sum_k \epsilon_k^2(x_k, y_k) .
\]  \hspace{1cm} (6)

6. Repeat 4, 5 until the end conditions are satisfied.

If the motion of the sensor between the \((i-1)\)-th and \(i\)-th range images is very large, the registration may fail. Whether the solution converges sufficiently close to the ground-truth or not depends on factors such as the motion of the sensor, the measurement error of the sensor and the shape of the observed object. In the next section, we estimate the condition of the measurement and the limitation of the robot’s motion to successfully achieve real time registration of a range image sequence.

The position of the sensor \(p_i\) at \(i\)-th range image is computed by the following equation:

\[
p_i = R_i p_1 + t_i ,
\]  \hspace{1cm} (7)

where \(p_1\) is the position at the first range image. Similarly, the view direction of the sensor \(v_i\) at \(i\)-th range image is computed by

\[
v_i = R_i v_1 ,
\]  \hspace{1cm} (8)

where \(v_1\) is the view direction of the first range image.

4 Experiments

4.1 Localization Accuracy in a Stationary Case

We first evaluate localization accuracy in a stationary case; namely, that the sensor does not move. However, the estimated pose of the sensor moves because of the sensor noise. Table 1 shows the root-mean-square (RMS) errors when the sensor observes an object 50 times without motion. We choose the shape of the object to be able to uniquely determine the pose of the sensor if there is no noise in the range images. The column distance means the distance of the sensors of the model and scene range images after alignment. Thus, the ground-truth of the distance is 0. The columns X-axis and Y-axis show the RMS errors along the x- and y-axes, which are parallel to the image plane of the sensor. The column Z-axis is the RMS error along the z-axis, which is parallel to the view direction. The upper row shows the results without and the lower those with a weighting scheme.

The RMS error of the estimated position is about 0.8 cm. This result is consistent with the standard deviation of each range image shown in Figure 6. When we apply the weighted ICP to align range images, the RMS error is reduced to 61% of that of the case without weighting. The RMS error along the z-axis, namely the view direction, is smaller than the RMS errors along the x-axis and the y-axis.
Table 1: RMS error of localization in centimeters in a stationary case.

<table>
<thead>
<tr>
<th>Distance</th>
<th>X-axis</th>
<th>Y-axis</th>
<th>Z-axis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without weighting</td>
<td>0.828</td>
<td>0.304</td>
<td>0.753</td>
</tr>
<tr>
<td>With weighting</td>
<td>0.508</td>
<td>0.165</td>
<td>0.462</td>
</tr>
</tbody>
</table>

4.2 Forward and Lateral Motion Case

Next, we experimentally test the accuracy and limitations of localization with forward and lateral motion (see Figure 9). We test the required number of iterations and the computational time by changing the length of motion between two frames.

Figure 10 shows the changes of the average distances of corresponding points with the ICP method when the sensor moves in the lateral direction by changing the length of motion. As the distance gets longer, the required number of iterations increases before convergence. Figure 11 shows the changes of the average distances when the sensor moves in the forward direction by changing the length of motion. These average distances converge to 0.9-1.4cm, since the error of range measurement is 0.7-1.5cm as shown in Figure 6. In the forward motion case, the required number of iterations does not increase. We use a PC with a Pentium4 3.2GHz processor and the average time for each iteration is 30 msec; thus, the required time in the ICP method with respect to the length of the motion during two frames becomes as shown in Figure 12. By dividing the length of motion by time, we obtain the allowable speed for the sensor for online localization and modeling; 30 cm/s for lateral motion and 140 cm/s for forward motion at 150 msec sampling interval (see Figure 13). 1

4.3 Modeling of Environment

To move around along arbitrary paths, we mount the sensor on a robot, ER1 [7] (see Figure 14). The robot moves along the meandering path shown in Figure 15(a) and models the shape of the environment around the path. The length of the path is about 200 cm, and the robot moves at 15 cm/s and acquires 150 range images at 3Hz. Figure 15(b) shows the

1We also have to consider the distance and shape of an object in an actual situation.
Figure 12: The required time for lateral and forward motions.

Figure 13: The allowable maximum speed for each sampling interval.

Figure 14: DP200 mounted on a robot ER1.

Figure 15: (a) The environment around a path. (b) Modeling and localization results. The shape of the environment is represented by aligned mesh models, and the red line is the trajectory of the sensor’s position.

modeling and localization result. The shape of the environment is represented by aligned mesh models and the red line indicates the trajectory of the sensor’s position. When the robot is rotating, the localization result becomes noisy; thought to be because the acquired shapes have ambiguity for aligning range images.

5 Summary

In this paper, we proposed a new method that accomplishes simultaneous localization and 3D modeling tasks by aligning range images acquired by a real time laser range finder. We apply a variant of the ICP method to a range image sequence with the assumption that the robot’s motion is sufficiently small between two frames of range image sequence. Thus, we start the iteration with the rotation and translation parameters of the previous range image as the new initial values. By estimating the precision of the range measurement in relation to the intensity of the observed light, we propose a new weighting scheme for an ICP method.

We evaluate the accuracy of aligning the range images, finding that the accuracy is al-
most the same as the accuracy of the range measurements. Next, we estimate the required number of iterations before convergence. From the estimation we obtain the conditions and limitations of the robot’s motion, and the environment required for our method to work well. Finally, we show localization and modeling results when the robot moves along a meandering path.

The accuracy of the aligned range images depends on the shape of the object included in a range image. Therefore, as future work, we will combine information from other sensors for aligning range images to remove ambiguities in localization.
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