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Abstract

We describe an approach to object classification based on the conjunction of multiple class-specific object fragments detected in the image. The method represents members of a given class (such as a face, or a car) using combinations of common sub-structures, termed fragments. These fragments are partial 2-D patterns extracted from examples views of objects belonging to the class in question. An object view is covered by multiple, overlapping fragments of several types, and at multiple levels of complexity. We describe the detection of the individual fragments, and the combination of the fragments to detect complete objects. The combination of fragments to form a consistent overall arrangement is based in this scheme on a number of simple mechanisms: the use of overlapping fragments, a spatial 'voting' scheme, and by imposing some constraints on the tolerated location of the fragments within the overall object view.

We present experimental results of the application of the method to the detection of face and car views in cluttered scenes and to partially occluded objects. We present evidence that by combining fragments from different objects the method can deal successfully with intra-object variability within a class. The method is more economical and more resistant to occlusion and deformations than methods relying on global object views.

Introduction

In this paper we study the challenging task of detecting different objects from a given class (such as a face or a car) in an image. In addition to the unknown location and illumination of the object, the method must deal with intraclass variability between objects from the same class. The detection process must therefore cover a range of possible shapes, missing parts and additional clutter.

To deal with the problem of shape variability and detect novel shapes of a given class, Turk & Pentland (1991) used the principal components of registered face views. Views of novel objects can be approximated by the superposition of several basis functions, or 'eigenfaces'. Poggio & Sung (1994) used a distribution-based modeling scheme for detecting faces in cluttered scenes. They represented a face view as a gray level vector with 283 components, and trained a multi-layered preceptron network to classify such data as face/non-face vectors. The generalization to novel shapes within the class is obtained in these schemes by the inherent generalization capacity of the neural network mechanism. Rowley, Baluja & Kanade (1995) and Lin, Kung & Lin (1996)
performed face detection by training a neural network to distinguish between face and non-face intensity windows of 20x20 pixels. They applied the network classifier to enhanced 20x20 windows that were taken from the input image at several resolutions.

A number of earlier schemes suggested the use of 3-D parts such as generalized cylinders (Binford 1971, Marr and Nishihara 1978, Marr 1982), Geons (Beiderman 1985) or superquadrics (Bajcsy and Solina 1987, Pentland 1987) for the detection of objects from a given class. They suggested the extraction of 3-D shape and the construction of object-centered description of the object for recognition under new viewing positions. Our approach is different in that it uses 2-D fragments rather than 3-D parts, and it does not use fixed and distinct parts (such as generalized cylinders), but a large set of overlapping fragments. Figure 2 shows examples of car- and face-fragments of this type, used in our scheme.

Other past methods suggested to describe object classes using parameterized description of 2-D parts. For example, several schemes (Brookes 1981, Grimson 1987, Yüille, Cohen and Hallinan 1989, Cootes et. al. 1992, Jain et. al. 1996, and Baker, Nayar and Murase 1997) suggested the detection of parts by deformable templates for object classification. A number of other methods suggested the representation of object classes in terms of their decomposition into skeletal parts and the relations between the parts. (Kupec and Wolfson 1994, Zhu and Yüille 1994 and Siddiqi and Kimia 1996), or by partitioning the silhouette of objects from the class to parts (Latecki and Lakämper 1998).

The combination of simple local features was also suggested for object classification. Amit, Geman and Wilder (1997) used simple feature detectors and decision trees classifier for the classification of objects. Nelson and Selinger (1998) suggested the extraction of boundary segments from training object-views and associating them with the objects viewing parameters.

The use of class-specific fragments

Unlike other methods that use local 2-D features we do not employ universal shape features. Instead, we use object fragments that are specific to a class of objects, taken directly from example views of objects in the same class. The fragments we detect are divided to equivalence sets that contain views of the same region in the object under different transformations and viewing conditions. As discussed later, the use of fragment views achieves better generalization with a smaller number of example views.

Our approach initially detects multiple fragments of object views taken from the same general class (a face, car, etc.), divided into several fragment-types. In the second stage the algorithm verifies that fragments from all the equivalence sets were detected in the image, that the fragments are properly aligned and taken under the same viewing conditions. This is obtained by the combination of two simple methods: by detecting overlapping fragments that are composed of several basic fragments and thus "bind" the basic fragments, and by a 'pointing' method that verifies that the fragments are properly aligned.

The fragment-based approach is robust to occlusions since it can rely on the detection of a sufficient subset of the fragments. It can also use high-resolution input
and remain efficient because the input size of each detector is much smaller than the size of the entire object.

The use of fragments for the detection of objects poses an inherent problem: how to make sure that the fragments share the same viewing parameters and that they combine coherently into a complete object. This can be approached in two different ways: binding the fragments together by using overlapping fragments as will be demonstrated below, or by extracting the viewing parameters (illumination, rotation, relative position and etc.) and verifying directly that all the fragments share the same parameters. Minsky and Papert's (1969) Perception work gave interesting support to the power of using multiple overlapping fragments to enforce consistency. They proved that patterns in binary images can be recognized uniquely by detecting all possible triplets of points in the image. That is, the collection of all black triplets, without any explicit representation of their spatial relation, provides a unique 'signature' of the object. This demonstrates how the recognition of large and complicated object views can be approached by using the detection of relatively small and simple fragments in the object. Mel and Fiser (1998) analyzed the use of subsets of all the possible detectors in text recognition as a simplified example for visual recognition using fragments detection. They analyzed the detection of words by detecting the presence of embedded n-grams of letters. They tested the rate of correct word recognition as a function of the number of n-grams, the number of letters in the detectors, the number of words and the clutter, and showed that reliable detection is obtained even for a small portion of the possible detectors set. Our scheme also uses a similar approach of enforcing the consistent arrangement of the individual fragments by the use of multiple, overlapping fragments.

Overview of the algorithm

Our detection algorithm consists of two main stages. In the first stage basic fragments are detected by comparing the image at each location with several sets of stored fragment views. Each set contains fragments of objects in a class, seen under various viewing conditions. The comparison is performed by combining the results of three comparison criteria: qualitative grey-level based representation, gradient and orientation measures. The second stage verifies that a sufficient subset of fragment-types were detected, and enforces the consistency of the fragments viewing parameters. In addition to the use of overlapping fragments, we check that the fragments are properly aligned by a simple test of their relative position. The consistency of the rest of the parameters such as rotation and illumination is ensured only by the detection of overlapping fragments.

The algorithm is applied to the image at several scales so that object views at different scales can be detected. Each level detects objects at scale differences of ±35%. The combination of several scales enables the detection of objects under considerable changes in their size.

In the following sections we describe the details of the algorithm. We begin by describing the similarity measure used for the fragments detection.
Similarity between image patches

We have evaluated several methods, both known and new, to measure similarity between gray level patches in the stored fragment views and patches in the input image. Many of the comparison methods we tested gave satisfactory results, but we found that a method that combined qualitative image based representation suggested by Bhat & Nayar (1997) with gradient and orientation measures gave the best results. The method measured the qualitative shape similarity using the ordinal order of the pixels in the regions, and measured the orientation difference using gradient amplitude and direction. For the qualitative shape comparison we computed the ordinal order of the pixels in the two regions, and used the normalized sum of displacements of the pixels with the same ordinal order as the measure for the regions' similarity. (See Fig. 1).

The similarity measure $D(F,H)$ between an image patch $H$ and a fragment patch $F$ is a weighted sum of their sum of ordinal displacements $d_i$, their absolute orientation difference $|\alpha_F - \alpha_H|$ and their absolute gradient difference $|G_F - G_H|$: 

$$D(F,H) = k_1 d_i + k_2 |\alpha_F - \alpha_H| + k_3 |G_F - G_H|$$

This measure appears to be successful because it is mainly sensitive to the local structure of the patch and less to absolute intensity values.

![Fig. 1. Displacement vectors for four pixels with the highest ordinal order. The displacement vectors are vectors connecting the locations of pixels with similar gray-level ordinal order in the two compared regions. The sum of the four displacements in this case is $1 + \sqrt{5} + 1 + \sqrt{5}$.](image)

The detection of fragments

For the detection of fragment views in the images we compared the 5x5 gray level patches in each fragment view to the image using the above similarity measure. Only regions with sufficient variability were compared, since in flat regions the gradient, orientation and ordinal-order have little meaning. We allowed flexibility in the comparison of the fragment view to the image by matching each pixel in the fragment view to the best pixel in some neighborhood around its corresponding location. Most of the computations of the entire algorithm are performed at this stage. To speed up the application we reduced the search regions for fragments of each type as the search proceeded. We implemented the ordinal measure calculation on ASP's associative processor (ASP, 1998) and achieved an eight times improvement in speed. An associative processor is especially suitable for such computations since it can process in parallel thousands of pixels.

Merging the detection of the different fragment types

Following the detection of the individual fragments, the final stage of merging the results for the entire object detection is performed. To detect an object only if the
fragments are organized properly and are consistent in their viewing conditions. This stage uses the detection of 'binding' fragments as well as the so-called 'pointing' method. It also verifies that fragments from a sufficient subset of fragment-types have been detected, although some occlusion is also allowed for. The 'binding fragments' are fragments with large overlap with other basic fragments such as an eye with a part of a nose, or a lower resolution view of a large part of the object.

In the 'pointing' method each detected fragment (with similarity value above a threshold) 'points' to a common anchor region of a possible object. In face detection, for example, we used the tip of the nose as an anchor. A mouth fragment will therefore point up and a forehead fragment down. The total pointing magnitude of the different fragment types is summed for every location in the image. The pointing mechanism is used to integrate the information from all the fragments pointing to a particular location. Each fragment-type points to a particular location with an associated magnitude of

$$M = W_{\text{Type}} \cdot \max_i (S_i - S_{\text{Th}})$$

where $W_{\text{Type}}$ is the weighting factor of the fragment type, $S_{\text{Th}}$ a threshold similarity value and $S_i$ the similarity value of all the fragments of that type that point to that location.

Locations that are pointed to by most of the fragment types with high similarity values are candidate object locations. At the final stage we reject some of these locations according to the following rules. First, we reject locations where less than $3/4$ of the fragment types were detected. We also compare the image fragments contributing to the candidate location to several low-resolution example views of objects from the class in question. This global filtering proved useful in further enforcing the consistent arrangement of the fragments.

After the restrictions are applied to the merged detection results, we mark locations where the merged results exceed a threshold as final detection locations.

**Experimental results**

We have tested our algorithm on face and car views. For faces we used a set of 1104 part views, taken from a set of 23 male face views under three illuminations and three horizontal rotations. The parts were grouped by 8 types - eye pair, nose, mouth, forehead, low-resolution view, mouth and chin, single eye and face outline. For cars, we used 153 parts of 6 types. Several examples of the fragments are shown in Figure 2. Figure 3A is the result of the individual fragment detectors that were then merged to yield full face detection in Figures 3B. The images in Figure 6 are additional examples. Note that although the system used fragments taken only from male views under a few illuminations and rotations, it detects successfully male and female face views under a much larger variability in the viewing conditions. Figure 4 demonstrates the detection of a partly occluded face view.

We have tested the rate of correct face detection vs. false detection by applying the algorithm to two images - a complex image of a cathedral (Fig. 7A) that does not contain faces and an image that contains multiple faces (Fig. 7B). We tested our fragment-based method and a full-face detection vs. the number of training examples. First we tuned the detection threshold for both methods so that it will not detect any face in the cathedral image while detecting as many faces as possible in the other image. Then we measured the number of faces that were detected by both methods vs. the number of example faces that were used. The results are shown in the graph 7C. Each
of the face views was used both for extracting a template for the detection of a whole face view and for the extraction of eight fragments. The full face templates were of 32x22 pixels. This low-resolution representation is commonly used in other face detectors and yield better detection results then using full resolution face views. The number of faces that were detected in Fig. 7B vs. the number example views that were used in both methods indicates that the use of multiple fragments performs better then the use of global views for the same amount of training data.

The graph in figure 8 shows the best similarity obtained between a novel fragment of a given type and a set of stored example fragments. It shows that for smaller fragments such as an eye or nose, a small set is sufficient for good approximation, while for large fragments or a full face a large set is required. This illustrates an advantage in the representation of objects as the conjunction of example fragments rather then a global representation.

**Fig. 2.** Example of fragment views and low resolution views. The fragment views are taken from car and face views of several objects under three illuminations and six horizontal rotations.

**Fig. 3A.** Detection of fragments in an image. Some of the detection is marked in white square.
Fig. 3B. The final face detection.

Fig. 4. The detection of occluded face views

Fig. 5. The detection of faces in several scales
Fig. 6. Examples of face and car detection (The framed images are taken from the CMU face detector gallery.) Note the detection under different rotations, illuminations and in cluttered scenes.

Fig. 7. Detection rate of fragment-based and full face detection, while maintaining zero false detection.
Image (A) containing 20 faces, (B) contain no faces. System threshold was tuned so that no false detection will occur in image (B), while the maximal number of faces will be detected in (A).
The number of faces detected in (A) vs. the number of training fragments is shown in the following graph (C) as a function of the number of example faces. Each face was used either as a global face template or for the extraction of fragments. The faces were of 23 people under 6 viewing conditions.

Fig. 8. This graph shows the best similarity of a fragment of each type as a function of the number of example views. For smaller fragments a smaller number of views is sufficient to approximate novel fragments but for larger fragments or full-face views, a larger set of example views is required for a good approximation. This measurement was performed for several fragments of each type and the values presented are average of values obtained in each measurement.

Applying position limitations on the fragments
To deal with classes of objects with high shape variability, we found it useful to introduce additional constraints on the location of the individual fragments.
contributing to the overall shape. In classes with high shape variability (for example, flexible and articulated objects), the relative location of the different regions in the object is highly variable, and this limits the use of large fragments with large overlapping areas with other fragments. To deal with this we constrained the location of the individual fragments. These restrictions were qualitative, and did not require a strict position of the fragments. For example, in a side view an airplane (Fig. 10), the nose and cockpit fragments were limited to be in some region in the front of the figure, the tail was constrained to a region in the back, and so on. In classes with less variable structure such as faces or passenger cars these positional limitations proved unnecessary, but when we applied our method to objects such as birds, planes, butterflies and the like, the use of some additional limitations proved to be essential. To test these constraints we collected a set of 110 line drawings of objects from nine different classes. Some of them are presented in figure 9. We also collected, on average, 27 fragments for each class, divided into six to 12 fragment types. The drawings were divided into training and testing groups. The fragments were collected from the training drawings only. The testing of the remaining images yielded 91.7% correct classification rate.

**Summary**

The fragment-based method can detect objects of a given class despite large variations in pose, illumination, and object shape. The method is different from previous methods in that it uses multiple 2-D overlapping fragments as fundamental structural building block, that are object-specific and taken from a common class. The detection algorithm initially detects fragment views in the image, and then combines the fragments for the detection of the entire object. The consistency in the fragments viewing parameters is ensured both by the use of overlapping fragments that "bind" the parts together and by testing directly that the fragments are approximately aligned. An important advantage of this method is that it can compensate well for shape variations by matching a novel shape within a class with a new combination of stored fragments. The formation of a new combination also results in a system that uses less training examples compared with the use of global shapes. The scheme uses high-resolution small fragments combined with larger but coarser ones and this allows the implementation to be efficient.
The method is relatively simple because it does not require the estimation of the viewing parameters and does not require the explicit representation and matching of spatial relations. The use of class specific fragments also has a limitation since it means that dealing with a new class of objects will require extending the set of stored object fragments. This raises interesting learning issues, currently under study, concerning the automatic extraction of useful fragments from a set of novel object views.

We also employed a new similarity measure to measure the similarity between a fragment views and regions in the input image. This method measures the change in the qualitative structure of the object view and the change in gradient and orientation. This comparison measure is highly invariant to appearance changes and more resistant to noise then the other methods we have tested.
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