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This paper studies the intricacies of hole detection, with
an emphasis on the efficient location of small holes - the
ultimate goal being real-time recognition and location of
objects from their features. First, methods of locating
circles are examined, and then the study is extended to
hole location. A new form of chord-bisection scheme is
found to be faster than the standard Hough transform for
circle location, but the lateral histogram approach turns
out to provide the most efficient available vieans for hole
location.

Object recognition and location perform a central role
in image analysis, and are particularly important in ap-
plications such as automated visual inspection and auto-
mated assembly. The most obvious means of performing
object location is by template matching (correlation),
and it is unfortunate that this process normally involves
very considerable amounts of computation, thereby elim-
inating all possibility of real time object recognition.

Feature detection opens the possibility of significantly
reducing computational load. Broadly, feature detec-
tion is useful because it reduces the size and number
of the templates required for recognition, it being clear
from this point of view that the most useful features
are the smallest and least complex ones. However, there
are so many feature recognition processes and schemes
that it is somewhat difficult to generalise further. We
therefore point to a number of types of feature (or com-
posite feature) that have been used to initiate object
recognition. They include straight lines and edges, cir-
cular and elliptic arcs, round holes, corners, and simple
polygonal shapes. In addition, methods exist for de-
tecting and analysing more arbitrary shapes that might
appear around the boundaries of objects: such meth-
ods include the generalised Hough transform [1] and 1-D
boundary pattern analysis techniques such as the Fourier
descriptor method [2]. It is not our purpose in this pa-
per to enter a discussion of the variety of features and
feature detectors. Instead we concentrate on hole detec-
tion schemes since holes are frequently used as a starting
point for unlocking image data - particularly when indus-
trial components are being inspected and assembled.

In many ways holes are paradigm features, being com-
pact and often quite small - hence apparently being ideal
from the computational standpoint outlined above. In-
terestingly, their high spatial localisation should also
make them ideal from the point of view of achieving high
accuracy in the location and dimensional measurement
of objects containing them: this will be especially true if

holes are perfectly round and hence isotropic in shape.

It has perhaps been implied above that holes are essen-
tially different from circular objects from the point of
view of feature detection. However, this need not be so,
since in many cases holes are merely circular features
that have negative contrast. This means that circular
holes should be detectable by the same methods that
apply for circular objects. While this is indeed the case,
two factors should be noted. The first is that holes are
frequently rather small, and this can lead to some diffi-
culty when using normal circle detection schemes. The
second is that holes often contain substantial shadow,
and may well be poorly or irregularly lit. These factors
require special attention when considering hole detection
schemes.

This paper analyses the problems of hole detection. Af-
ter a brief review of methods for detecting circles, hole
detection methods are studied with particular reference
to the lateral histogram approach. Next, a theoretical
analysis of execution speeds for circle and hole detection
schemes is carried out, and the results are compared with
experimental measurements. Finally, the situation re-
garding the special factors in hole detection is presented
as we now see it.

CIRCLE DETECTION SCHEMES

Much work has been carried out on circle detection, par-
ticularly using the Hough transform (HT) approach. In
this context we mention the early work by Duda and
Hart [3] and Kimme et al [4], and more recently the
work of Gerig and Klein [5], Illingworth and Kittler [6],
Davies [7,8], Conker [9], and the recent review by Yuen
et al [10]. A good proportion of this work is orientated to
the detection of circles of arbitrary size [5-7,9,10]. How-
ever, we here concentrate on circles of known size, since
in many applications specific objects are to be located
by their holes or circular features, and they are situated
at known distance from the camera - e.g. on a work-
table or conveyor; in addition, in real time applications
it is important to ensure that speed is optimised for the
prevailing situation. However, we note that if circles of
known size can be found, then repeated application of
the basic algorithm will permit circles of any size to be
located [1].

The most widely used circle detection scheme is the
HT. This involves scanning the input image to find edge
points - e.g. using the Sobel edge detector [11] - and then
moving inwards along the edge normal direction by a dis-
tance equal to the radius r of the circles being sought,
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and plotting a point in a separate image space. This
latter space is called a parameter space, and the process
of plotting candidate centre points is in fact one of ac-
cumulation - since this is an evidence building scheme in
which votes are accumulated at likely centre locations.
When all the edge points in the image have been found,
and all candidate centre points have been accumulated,
parameter space is examined for significant peaks: when
found, these are taken to indicate circle centres. This
approach has the advantage of being robust in the sense
of being able to locate circles that are fragmented, e.g.
by noise, breakage, or occlusion, and is a major reason
for its wide use.

Although the HT technique is considerably faster than
template matching, it can still take significant time to
run on a conventional processor. For this reason Davies
[12] attempted to speed it up by a substantial factor.
The basic idea was to increase the speed by a factor ~3
by using a more economical edge detection scheme, and
to gain another factor 3 or so by sampling, i.e. by exam-
ining only every nth line in the image, n typically being
in the range 3 to 8. Both strategies were found to work
well in practical situations, and overall gains in speed
of up to ~25 were recorded. The limitation was found
to be a loss in robustness when small circular objects or
holes are being sought, since insufficient sampling of the
feature then takes place, sensitivity (in a signal-to-noise
sense) suffers, and as a result the feature may not be
detected. This makes the second (sampling) strategem
rather less suitable for hole detection, and sampling will
therefore not be considered further in this paper.

The economical edge detector used in this method uses
a two-pixel differencing scheme, with mask [-1 1] acting
in the x-direction. Bisection of the chord between each
pair of edge points on the same horizontal image line
gives the x-coordinate of a possible vertical diameter of
a circular feature. All such x-coordinates are recorded
in an x-histogram, which is later analysed for significant
peaks indicating x-coordinates of circle centres. A sim-
ilar scheme applies for finding the y-coordinates, and if
necessary a simple check is made to find which pairs of
coordinates correspond to actual circle centres. This al-
ternative approach to centre location is used since the
standard HT requires that edge orientation be known
accurately, and the economical edge detector was taken
in [12] to be unable to provide accurate enough orienta-
tion information.

It will be clear that if there are a number of circles in an
image, then a considerable number of checks will need
to be made to determine which horizontal and vertical
diameter lines correspond to the same circles (though
this was not a problem with the particular image data
presented in [12]). One way around this problem is to
revert to using a 2-D parameter space, each pair of edge
points then leading to the need to accumulate a whole
(horizontal or vertical) line of points in parameter space
- this line being of length equal to a diameter of the cir-
cles being sought. Unfortunately this strategy requires
computation to be increased considerably, and the over-
all speed will be slower than for the standard HT. Here

we report a modified approach in which account is taken
of the distance apart of the pairs of edge points: if these
are a distance d apart along the same horizontal line,
then the centre will have x-coordinate given by the mid-
point of the line joining the edge points, and y-coordinate
given by applying Pythagoras' theorem:

xc = {x1 + x2)/2

yc = y±[r2- (d/2)2]* = y ± [r2 - [x2 - xtf/rf.

(Similar equations apply when edge points are scanned
along a vertical direction.) It turns out that the sign am-
biguity can conveniently be removed by taking note of
the y-component of gradient at the edge points. Hence
the overall result will be similar to that for a standard
HT with 2-D parameter space, and there will be only
a small saving in computation. This latter problem is
overcome by use of a lookup table to determine yc when
d is known:

d = (x2 - xi)

ye = y± lookup[d],

the sign ambiguity being resolved as before. The whole
process is particularly efficient since the lookup table is
one-dimensional. Note that finding peaks in the 2-D pa-
rameter space need not involve significantly more compu-
tation than finding the peaks in the two 1-D parameter
spaces for the earlier version of the method, if (for ex-
ample) a tally is kept during vote accumulation of where
peaks are rising above certain critical levels. Our tests
on this modified chord-bisection approach show it to be
both effective and efficient (see also the results section
below).

HOLE DETECTION SCHEMES
In this section we outline a number of schemes that have
been used specifically for hole detection. First we note
that it is common to employ a Laplacian type of oper-
ator for cases where very small holes (~l-3 pixels di-
ameter) are to be detected. This method is a form of
the template matching technique, which would amount
to a brute-force approach when larger holes are to be
detected. More will be said about this in a later section.

Second, as indicated in the Introduction, the standard
HT approach is frequently used for detecting large holes
which are effectively indistinguishable from circular ob-
jects of negative contrast.

A third approach is the 'heuristic' hole finder [13]. This
bears considerable similarities to the chord-bisection
scheme outlined in the previous section. However, the
actual procedure involves the following rather different
pair of operations: (1) building two picture spaces in
which the midpoints of horizontal and vertical lines join-
ing pairs of edge points are plotted: this gives a set
of short horizontal lines in the one space, and a set of
short vertical lines in the other space; (2) seeking coin-
cidences between the horizontal and vertical lines in the
two spaces, and taking the resulting locations as hole-
centres. This method seems to work reasonably well,
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but the following observations are in order: (a) the final
location depends on the position of just four edge points
and no averaging occurs (beyond that in the rather large
edge detector that is employed), so accuracy is bound to
suffer; (b) if any of the critical four edge points is absent,
then the centre will not be found: hence the robustness
of the method is limited. Set against these limitations is
the potential advantage that the method will produce a
reasonable result even when the hole shape is distorted -
or when the hole shape does not approximate to a circle,
as for an ellipse or a square. (On the other hand, it will
not work for all shapes - as in the case of a rectangular
slot in certain orientations.)

The last method we describe here is the lateral histogram
approach. This was first used for corner detection [14],
and subsequently applied to hole detection [15]. This
method involves computing two histograms representing
the average x and y-variations in intensity over the im-
age. These are then analysed to find whether there is
any evidence for hole profiles in the laterally averaged
intensity patterns. The result is a set of horizontal and
vertical lines along which holes could exist in the input
image. At this stage there is considerable ambiguity,
since it is not known which horizontal and vertical lines
correspond to which holes: this means that many tests
may have to be made to determine exactly which cross-
ing points correspond to hole centres.

The particular value of the lateral histogram approach
is its inherent efficiency. Computation of the histograms
takes some 2N2 operations for an N x N image, whereas
location of hole profiles in the histograms takes of the
order of 2nN operations (assuming hole templates have
diameter n), and so is relatively insignificant. Disam-
biguation of possible hole centres is another matter, po-
tentially taking a lot of computation. This point has
been discussed in depth in [15], and will not be dwelt on
further here. Suffice it to say that when the number of
holes p is restricted, so that np < N, then the overall
computation remains in the range 2N2 to 3N2, and the
method is especially useful. It also has the advantage of
incorporating considerable averaging, so that (a) accu-
racy of hole centre determination is enhanced, and (b)
fuzzy objects and holes can be located reliably. Note
that if noise levels are significant, or surface texture of
the background objects is marked, then sensitivity will
suffer, though this problem can be reduced by systematic
breakdown of images into sub-images [15].

HOLE DETECTION ALGORITHMS
STUDIED

In this section the execution speeds of a set of algo-
rithms that have been used for hole detection are anal-
ysed. First we describe the specific algorithms studied.

The standard HT (SHT). The standard HT is that
described in the section on circle detection and needs no
more comment.

The economical HT (EHT). This version of the SHT
is speeded up by use of economical 2-element edge detec-
tor masks [-1 1] etc in place of Sobel masks. Ordinarily

this would not give sufficient precision for edge orienta-
tion, but for small holes the error need not be excessive,
and we have used it for benchmark tests. In addition,
these small masks are more appropriate for detecting the
edges of smaller holes, since larger masks could average
out the small hole features being sought.

The high precision HT (HHT). This is a form of the
EHT in which higher accuracy is achieved by a two-stage
process in which final accumulation is performed in a
local space with four times greater linear resolution: this
process was found to give at least double the precision in
each dimension, though the gain drops off for large radii.
Again this provided a useful benchmark algorithm.

The chord-bisection HT (CHT). This is the new
form of chord-bisection HT described at the end of the
section on circle detection.

The heuristic hole finder (HEU). This is the method
of [13] described in the section on hole detection.

The lateral histogram method (LAT). This is the
method of [15] described in the section on hole detection.

The template matching method (TM). The brute-
force method mentioned in the section on hole detection.
(This was included as a reference benchmark rather than
as a method to be considered seriously for practical use.)

Execution Speed of Hole Detection Algo-
rithms

Execution speed is analysed here in terms of the num-
bers of basic arithmetic operations to be performed and
their execution times. For simplicity these operations
were taken to be of the three types (1) addition and sub-
traction, (2) multiplication and division, and (3) square
root. However, overall execution times also depend on
characteristics of the image data: hole radii and num-
bers of holes are clearly important, but amounts of noise
and image clutter are also highly relevant. In the calcu-
lations presented here the latter artefacts will at first be
ignored, their effects finally being considered in the light
of experimental data.

Table 1 gives formulae representing the approximate
overall execution times of the various algorithms. These
formulae reflect the programming detail of the particular
algorithms, and it will not be beneficial to consider here
the exact numerical coefficients. Instead we note the
following points: (1) all methods have a scanning over-
head proportional to the number of pixels in the image;
(2) the HT-based methods have an additional overhead
proportional to the number of edge points found in the
image; (3) most methods involve a certain amount of
computation proportional to the number of holes, which
is required to obtain an accurate estimate of the posi-
tion of each hole from data near appropriate peaks in
parameter space; (4) for the lateral histogram method
the latter problem gives way to the need to disambiguate
p2 potential hole positions.
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Table 1. Formulae modelling execution times of hole
detection algorithms

In this table, N2 is the number of pixels in the image,
e is the number of edge points detected, p is the num-
ber of holes (including false alarms), q is the number of
true holes, and t\, t2 and t3 are the times of the three
categories of arithmetic operations (+,-; *,/', and ^J re-
spectively).

We have tested these algorithms on a variety of image
data, and for single small holes the results are much as
indicated on the r = 1 axis of the graph in Figure 1.
Indeed, the extrapolation to the r = 0 axis shows the
overhead commonly obtained with these methods (see
for example how closely the TM curve approaches the
SHT curve for small r). The rest of Figure 1 shows how
the situation develops as r increases in each case. It
is seen that the ordering of the execution times is un-
changed as r increases, and on the whole is as expected
from the formulae of Table 1. On the other hand, the
numerical values do not correspond exactly to the for-
mulae, the discrepancy being most serious for the lateral
histogram (LAT) technique. It turns out that this is be-
cause the particular image data is rather non-ideal (see
Figure 2), with the lateral histograms throwing up a fair
number of false alarms. For low values of r there are
~6x6 candidate hole locations, but only one real hole.
For larger values of r the boundary of the metal plate
containing the hole disappears out of the image, and
the number of false alarms drops to ~3x3: this effect
explains why the experimental (LAT) plots do not lie
on a single monotonically increasing curve. The other
discrepancies between the numerical results and the for-
mulae seem to arise from variable pipelining and caching
effects in the computer CPU: as they are specific to the
computer, they will not be considered in detail here.

A final experiment with the lateral histogram method
involved making simple tests to eliminate most of the
false alarms, giving method LAT'. Thus the final tem-
plate matching procedure for eliminating ambiguities
was turned into a 2-stage template matching procedure
- the first stage removing most of the false alarms and
the second stage making a final check for the presence
of a hole. This proved highly effective, and the resulting

execution times matched the expected variation closely
(see Figure 1). Note, however, that the effectiveness of
such 2-stage matching procedures is bound to be some-
what data-dependent: noise, texture or other structure
within or just outside a hole necessitating a first stage
that performs slightly more averaging or analysis, and
this could increase computational requirements again.

These results and considerations show that the effective-
ness of the lateral histogram technique is limited ulti-
mately by the actual data it is run on, hence making it
difficult to draw general lessons. However, the particular
set of images tried here are quite non-ideal, with plenty
of noise, surface texture and image structure: yet still
the technique proved effective and easily the fastest of
all the algorithms tested. The formulae show how speed
varies with the number of holes, and indicate that where
the method is applicable it is likely to be the most effi-
cient available technique for hole detection.
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Figure 1. Graph of execution time v. radius for various
hole detection algorithms

The experimental plots were obtained from algorithms
coded in standard Pascal and run on a DEC MicroVax
II computer. The curves are intended to show the under-
lying trend of the data (they are not theoretical curves):
however, two separate curves are necessary to achieve
this with the LAT data - see text.
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Figure 2. The images used to obtain the results of
Figure 1

These figures show two of the images used to obtain the
results of Figure 1, the radii having values 2.1 and 12.6
pixels. Notice how zooming in towards the metal plate
eventually obscures its boundaries and reduces the num-
bers of false alarms. The black and white dots show
the holes and false alarms obtained immediately after
analysing the lateral histograms: further checks are able
to eliminate all the false alarms. Note that the surface of
the plate has quite a lot of damage, texture and uneven
illumination, making the problem of locating holes more
difficult than might at first be imagined.

APPRAISAL OF THE LATERAL HIS-
TOGRAM METHOD
Overall, the high efficiency of the lateral histogram
method lies in its 1-D matching technique, coupled with
the fact that computation of the 1-D histograms takes
place in just twice the time needed to visit each pixel in
the image once. It is also of interest that this particular
computation consists merely of a sequence of blind addi-
tions, which will be coded highly efficiently on most pro-
cessors - especially if they incorporate significant pipe-
lining.

More particularly, the lateral histogram approach in-
corporates several features that make it well-adapted
for hole detection. As remarked in the Introduction,

holes are often small and spatial quantisation noise is
often prominent. In addition, holes tend to have inter-
nal structure due to the effects of shadows; sometimes
glints appear on the hole boundary or within the hole
(this depends on the depth of the hole and what is at
the far end, but it also depends critically on the illumi-
nation). Hence the intensity profile of a hole may have
any of a variety of shapes. To offset these effects, it is
helpful if hole detection algorithms incorporate a high
degree of averaging of intensities as an integral part of
their structure. Such a feature has a further advantage
in permitting holes with fuzzy boundaries to be detected
straightforwardly. Again the lateral histogram approach
answers these requirements. Finally, is may sometimes
be of interest to locate holes that are not exactly circu-
lar. The HT-based schemes are likely to have problems
in such cases. However, the heuristic and lateral hole
detection schemes will cope with this situation with lit-
tle difficulty. We list in Table 2 the special points that
need to be borne in mind when designing efficient hole
detectors.

CONCLUDING REMARKS
At first sight hole detection may be regarded as a special
case of circular object detection, hence being a process
that is readily tackled by the usual HT-based procedures.
However, the present work has shown that hole detection
has a number of intricacies of its own that demand the
use of carefully selected hole detection schemes. These
intricacies are listed in Table 2, and it has been found
that they are answered well by the lateral histogram
technique. In addition, this technique has been found,
under certain well-defined conditions, to be exception-
ally efficient at the task of hole location.

It is of relevance that an overall view of the lateral his-
togram technique in the final form (LAT') employed here
is actually a 3-stage template matching procedure. The
first stage can be regarded as an efficient false-negative
eliminator; the second stage can be regarded as a false
positive eliminator; and the final stage as providing a
final check. It is worth asking whether false negative
elimination must necessarily be carried out before false
positive elimination, but of course the answer is clear -
that most of any image is not composed of the sought-
after features, so the first stage should be devoted to
eliminating as much redundancy as possible.

Finally, as suggested in the Introduction, it will often be
the case that finding holes is only a first stage in locating
specific types of object: if methods did not exist for in-
ferring the presence of objects from their hole (or other)
features, there would be little point in the exercise. How-
ever, several means have been devised for achieving this:
here we mention merely the well-known graph matching
and maximal clique type of approach, and the structural
HT [16-18].
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1. Holes may be small with significant spatial
quantisation noise giving irregular boundaries.

2. Holes may not be exactly or even nearly
circular (more precisely, their images may
not be circular).

3. Holes may have fuzzy boundaries (i.e. no
sharp edges), at the scale needed to see them.

4. Holes may have significant internal structure
because of shadows, glints, etc.

5. Holes may appear in surroundings with
considerable surface texture.

6. The small size of holes may preclude use of
the usual edge detectors (even those with
~3x3 masks).

7. The small size of holes may mitigate against
use of Hough-based detectors, because
parameter space will not obtain enough votes
to form well-defined peaks.

Table 2. Intricacies of hole detection

Overall, these points amount to a situation of poor
signal-to-noise ratios, exacerbated by the small size of the
hole features. As discussed in the text, this leads to the
need for significant averaging in hole detection schemes.
Likewise, point 7 should be combated by using 1-D his-
togram detectors because these concentrate the votes (see
the circle detector of [12] described briefly in the section
on circle detection, and the lateral histogram technique
[15] described in the section on hole detection).

Note: Although holes of radius up to ~20 pixels have
been considered in this paper (see especially Figure 1),
the above points are targeted mainly at holes of radius
up to ~20 pixels.
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